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Preface

This book is about display and interface design. It is the product of over
60 years of combined experience studying, implementing, and teaching
about performance in human-technology systems. Great strides have been
made in interface design since the early 1980s, when we first began thinking
about the associated challenges. Technological advances in hardware and
software now provide the potential to design interfaces that are both pow-
erful and easy to use. Yet, the frustrations and convoluted “work-arounds”
that are often still encountered make it clear that there is substantial room
for improvement. Over the years, we have acquired a deep appreciation for
the complexity and difficulty of building effective interfaces; it is reflected in
the content of this book. As a result, you are likely to find it to be decidedly
different from most books on the topic.

We view the interface as a tool that will help an individual accomplish
his or her work efficiently and pleasurably; it is a form of decision-making
and problem-solving support. As such, a recurring question concerns the
relation between the structure of problem representations and the quality of
performance. A change in how a problem is represented can have a marked
effect on the quality of performance. This relation is interesting to us as cog-
nitive psychologists and as cognitive systems engineers.

As cognitive psychologists, we believe that the relationship between the
structure of representations and the quality of performance has important
implications for understanding the basic dynamics of cognition. It suggests
that there is an intimate, circular coupling between perception—action and
between situation-awareness that contrasts with conventional approaches
to cognition (where performance is viewed as a series of effectively inde-
pendent stages of general, context-independent information processes). We
believe that the coupling between perception and action (i.e., the ability to
“see” the world in relation to constraints on action) and between situation
and awareness (i.e., the ability to make sense of complex situations) depend
critically on the structure of representations. Thus, in exploring the nature
of representations, we believe that we are gaining important insight into
human cognition.

As cognitive engineers, we believe that the relation between representa-
tions and the quality of performance have obvious implications for the design
of interfaces to support human work. The design challenge is to enhance
perspicuity and awareness so that action and situation constraints are well-
specified relative to the demands of a work ecology. The approach is to design
representations so that there is an explicit mapping between the patterns in
the representation and the action and situation constraints. Of course, this
implies an analysis of work domain situations to identify these constraints,
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as well as an understanding of awareness to know what patterns are likely
to be salient. We believe that the quality of representing the work domain
constraints will ultimately determine effectivity and efficiency; that is, it will
determine the quality of performance and the level of effort required.

Intended Audience

The primary target audience for this book is students in human factors and
related disciplines (including psychology, engineering, computer science,
industrial design, and industrial/organizational psychology). This book is
an integration of our notes for the courses that we teach in interface design
and cognitive systems engineering. Our goal is to train students to appreci-
ate basic theory in cognitive science and to apply that theory in the design
of technology and work organizations. We begin by constructing a theo-
retical foundation for approaching cognitive systems that integrates across
situations, representations, and awareness—emphasizing the intimate inter-
actions between them. The initial chapters of the book lay this foundation.

We also hope to foster in our students a healthy appreciation for the value
of basic empirical research in addressing questions about human perfor-
mance. For example, in the middle chapters we provide extensive reviews of
the research literature associated with visual attention in relation to the inte-
gral, separable, and configural properties of representations. Additionally,
we try to prepare our students to immerse themselves in the complexity of
practical design problems. Thus, we include several tutorial chapters that
recount explorations of design in specific work domains.

Finally, we try to impress on our students the intimate relation between
basic and applied science. In fact, we emphasize that basic theory provides
the strongest basis for generalization. The practical world and the scientific/
academic world move at a very different pace. Designers cannot wait for
research programs to provide clear empirical answers to their questions. In
order to participate in and influence design, we must be able to extrapolate our
research to keep up with the demands of changing technologies and chang-
ing work domains. Theory is the most reliable basis for these extrapolations.

Conversely, application can be the ultimate test of theory. It is typically
a much stronger test than the laboratory, where the assumptions guiding
a theory are often reified in the experimental methodology. Thus, labora-
tory research often ends up being demonstrations of plausibility, rather than
strong tests of a theory.

We believe this work will also be of interest to a much broader audience
concerned with applying cognitive science to design technologies that
enhance the quality of human work. This broader audience might identify
with other labels for this enterprise: ergonomics, human factors engineering,
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human-computer interaction (HCI), semantic computing, resilience engi-
neering, industrial design, user-experience design, interaction design, etc.
Our goals for this audience parallel the goals for our students: We want to
provide a theoretical basis, an empirical basis, and a practical basis for fram-
ing the design questions.

Note that this is not a “how to” book with recipes in answer to specific
design questions (i.e., Interfaces for Dummies). Rather, our goal is simply to help
people to frame the questions well, with the optimism that a well-framed
question is nearly answered. It is important for people to appreciate that we
are dealing with complex problems and that there are no easy answers. Our
goal is to help people to appreciate this complexity and to provide a theoreti-
cal context for parsing this complexity in ways that might lead to productive
insights. As suggested by the title, our goal is to enhance the subtlety of the
science and to enhance the exactness of the art with respect to designing
effective cognitive systems.

Kevin Bennett

John Flach
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1

Introduction to Subtle Science, Exact Art

1.1 Introduction

Science and art have in common intense seeing, the wide-eyed observing
that generates empirical information. (Tufte 2006, p. 9; emphasis added)

The purpose of an evidence presentation is to assist thinking. Thus
presentations should be constructed so as to assist with the fundamental
intellectual tasks in reasoning about evidence: describing the data, mak-
ing multivariate comparisons, understanding causality, integrating a
diversity of evidence, and documenting the analysis. (Tufte 2006, p. 137)

The topic of this book is display and interface design or, in more conven-
tional terms, human—computer interaction. Given its popularity and the fact
that it impacts the majority of us on a daily basis, it is not surprising that
many books have been written on the subject. A search on Amazon.com™
for the term “human—computer interaction” confirms this intuition, since
over 10,000 books are identified. Given this number, even those who are not
inherently skeptical may be inclined to ask a simple question: “Do we really
need yet another one?” Since we have taken the time and effort to write this
book, our answer is obviously “yes.”

One reason underlying our affirmative response is a relatively pragmatic
one. Consider the extent to which the interfaces with which you interact (a)
are intuitive to learn and (b) subsequently allow you to work efficiently. If
your experience is anything like ours, the list of interfaces that meet these
two simple criteria is a short one. To state the case more bluntly, there are a
lot of bad displays and interfaces out there. We own scores of applications
that we have purchased, attempted to learn how to use, and essentially given
up because the learning curve was so steep. This is despite the fact that we
are computer literate, the applications are often the industry standard, and
we know that they would be useful if we could bring ourselves to invest the
time. For other applications, we have invested the time to learn them, but are
constantly frustrated by the ways in which interface design has made it dif-
ficult to accomplish relatively simple and straightforward tasks.

There is no reason for this situation to exist. Advances in computational
technology have provided powerful tools with the potential to build effective
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2 Display and Interface Design: Subtle Science, Exact Art

interfaces for the workplace. However, this potential is rarely realized; inter-
faces that are both intuitive and efficient (and therefore pleasurable to use) are
the exception, rather than the rule. The organizations responsible for build-
ing these interfaces did not begin with the goal of making them unintuitive
and inefficient. There are profits to be made when applications have effective
interfaces; there are costs to be avoided in terms of decreased productivity
and safety. All things considered, only one logical conclusion can be drawn:
Display and interface design is a surprisingly complicated endeavor; the dif-
ficulty in getting it right is grossly underestimated, even by researchers and
practitioners who are experts in the field.

Given the sheer number of books written on the topic and the current state
of affairs described earlier, one might be tempted to conclude that something
very important is missing in these books. This conclusion is consistent with
our experiences in teaching courses on display and interface design. Over
the last 20 years we have searched for, but never found, a single book that
addresses the topic in a way that meets our needs. Although researchers and
practitioners from various disciplines have treated some pieces of the puzzle
quite admirably, no one has yet synthesized and integrated these puzzle pieces
into a single coherent treatment that meets our needs. As a result, the syllabi
of our courses contain an assortment of book chapters and articles rather than
a primary text.

In the end, we have arrived at the conclusion that our perspective on dis-
play and interface design may just be a fairly unique one. Our goal in writing
this book is to share that perspective with you: to describe those pieces of the
puzzle that have been treated well, to fill in the gaps that are missing, and to
provide a coherent synthesis and integration of the topic. To accomplish this
goal we have drawn upon a wealth of experience accrued over decades; this
includes thinking about the issues, conducting research on various topics in
the field, implementing a large number of displays and interfaces in a variety
of work domains, and conveying the resulting insights to our students and
colleagues. We will now convey why we feel this perspective is both unique
and useful. In the process we will describe how this book is positioned rela-
tive to others that have been written on the topic.

1.2 Theoretical Orientation

[Clomputer scientists and engineers should have no problem in under-
standing the nature of interface design as science and art; ... the contin-
gent nature of each interface, is a reflex of design’s dual nature as science
(in respect to scientific principles of design applied to computers) and art
(in respect to a particular, original way of designing). (Nadin 1988, p. 53,
emphasis original and added)
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One broad category of books written on display and interface design
addresses the problem from what might be referred to as a “user-driven”
approach. These books are typically written by social scientists (e.g., psy-
chologists, anthropologists, educators, etc.). The primary emphasis is on
the contributions of the user: understanding broad capabilities and limita-
tions (e.g., memory, perception), how users think about their work domain
(e.g., mental models), situated evaluations of display and interface concepts
(usability studies), and user preferences and opinions about design inter-
ventions (iterative design). These books also consider interface technology
(e.g., widgets, menus, form-filling, etc.), although it is typically a secondary
emphasis. Important insights can be gained from this perspective, particu-
larly when considered in light of the historical backdrop where users were
not considered as an integral part of computer system design.

A second broad category of books addresses the problem from what
might be considered a “technology-driven” approach. These books are typi-
cally written by computer scientists and engineers. The primary emphasis
is on understanding interface technology (e.g., menus, forms, dialog boxes,
keyboards, pointing devices, display size, refresh rate, system response
time, error messages, documentation, etc.) and how it can be used in the
interface. These books also typically consider the user (see topics outlined
in the previous paragraph), although it is a secondary emphasis. Once
again, it is necessary to think about interface technology when considering
human-computer interaction, and important insights can be gained from
this perspective.

Collectively, these two complementary perspectives constitute conven-
tional wisdom about how the process of the design and evaluation of dis-
plays and interfaces should proceed. This emphasis is readily apparent in the
label that is typically applied to this endeavor: human-computer interaction.
The vast majority of books written on the topic share one of these two orien-
tations or a combination of the two.

1.2.1 Cognitive Systems Engineering: Ecological Interface Design

In our opinion, although these two perspectives are certainly necessary, they
are not sufficient. The human is interacting with the computer for a reason,
and that reason is to complete work in a domain. This is true whether the
work is defined in a traditional sense (e.g., controlling a process, flying an
airplane) or the work is more broadly defined (e.g., surfing the Internet, mak-
ing a phone call, finding a book of fiction).

This represents one fundamental dimension that differentiates our book
from others written on the topic. Our approach is a problem-driven (as
opposed to user- or technology-driven) approach to the design and evaluation
of interfaces. By this we mean that the primary purpose of an interface is to
provide decision-making and problem-solving support for a user who is com-
pleting work in a domain. The goal is to design interfaces that (1) are tailored
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to specific work demands, (2) leverage the powerful perception-action skills
of the human, and (3) use powerful interface technologies wisely.

This can be conceptualized as a “triadic” approach (domain/ecology,
human/awareness, interface/representation) to human-computer interac-
tion that stands in sharp contrast to the traditional “dyadic” (human, inter-
face) approaches described before. Ultimately, the success or failure of an
interface is determined by the interactions that occur between all three com-
ponents of the triad; any approach that fails to consider all of these compo-
nents and their interactions (i.e,, dyadic approaches) will be inherently and
severely limited.

The specific approach that guides our efforts has been referred to as cogni-
tive systems engineering (CSE; Rasmussen, Pejtersen, and Goodstein 1994;
Vicente 1999; Flach et al. 1995; Rasmussen 1986; Norman 1986). CSE provides
an overarching framework for analysis, design, and evaluation of complex
sociotechnical systems. In terms of interface design, this framework provides
analytical tools that can be applied to identify important characteristics of
domains, the activities that need to be accomplished within a domain, and
the information that is needed to do so effectively. In short, it allows deci-
sions to be made about display and interface design that are informed by the
characteristics of the underlying work domain.

We also believe that this book is uniquely positioned relative to other
books written from the CSE perspective. Three classic books written on
CSE (Rasmussen et al. 1994; Vicente 1999; Rasmussen 1986) have focused on
descriptions of the framework as a whole. It is a complicated framework,
developed to meet complicated challenges, and this was a necessary step.
Display and interface design were not ignored; general principles were dis-
cussed and excellent case studies were described. However, the clear focus
is on the framework, the tools, and the analyses; display and interface design
is a secondary topic.

Our book reverses the emphasis: display and interface design is the primary
focus while CSE provides the orienting underlying framework. It was specifi-
cally designed to complement and build upon these classic texts and related
but smaller scale efforts that apply CSE to the interface (i.e., ecological interface
design; Rasmussen and Vicente 1989, 1990; Vicente and Rasmussen 1990).

1.2.2 With a Psychological Twist

There is another way in which our book is fundamentally different from
other books written from the CSE perspective. CSE is an inherently inter-
disciplinary endeavor, as indicated by the simultaneous concern with work
domains, humans, and interface technologies. However, the vast majority of
the books on the topic of CSE have been written by engineers. Our training
and experience are in psychology, a discipline that has produced substantive
literatures that address general human capabilities and limitations as well
as specific treatments of how this knowledge can be used to inform display
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and interface design. This perspective has been incorporated into the book,
once again providing a treatment that is complementary to previous efforts
in CSE. For example, this perspective differentiates our book from an excel-
lent text on ecological interface design (Burns and Hajdukiewicz 2004) that
shares both the general orientation (CSE) and the specific focus on interface
and display design.

1.3 Basic versus Applied Science

The final differentiating feature of our book is a more general one that will
require more detailed explanations and examples. Conventional wisdom
divides researchers into two camps: those who practice basic research and
those who practice applied research. Our approach, as evidenced by the con-
tent of this book, is characterized by both (each type of research is valuable)
and yet by neither (each type of research by itself is inadequate). In our opin-
ion, the distinction between basic and applied research is an artificial one;
they are only different facets of scientific research that are complementary
and that should provide mutually reinforcing results. As we have found out
the hard way, the problem in adopting this approach is that one invites criti-
cism from not one, but both of these two camps.

1.3.1 Too Theoretical!

The criticism from the applied research camp will be introduced through
an example. We recently participated in the formation of a consortium com-
posed of the oil refinery industry and university researchers. One of the proj-
ects subsequently solicited by the oil industry involved the control systems
and displays in oil refining plants. These interfaces are outdated and the
industry is beginning to contemplate a conversion to newer digital control
and graphical display systems.

We were very excited about the opportunity to apply some of the lessons
learned from innovations in the nuclear power and aviation industries to
the design of displays and interfaces in this new domain. We immediately
began searching online to learn about the processes of oil refining (e.g., the
cracking process) and began gearing up to visit some regional plants to talk
to the experts and to learn about the processes and their strategies for man-
aging them. We wrote a proposal describing how we would approach the
problem—beginning with a study of the domain and the domain experts
to identify the task and information demands and the alternative strategies
used to manage these demands and ending with the design of new inter-
faces that provided decision-making and problem-solving support to the
operators.
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Unfortunately for us, the proposal was not funded. The feedback that we
received was, in essence, that our approach was far too theoretical in nature
and that the industry was not interested in “basic science.” We were told
that this was an engineering problem (i.e., applied research) rather than a
scientific one and that our job was to answer the customer’s question—not
to build a scientific research program. Actually, the customer’s question was
how to compare graphical displays to the conventional digital displays. They
wanted experiments to answer this question.

We have seen this general attitude in a variety of guises. Industry and
government organizations often want the product (e.g., an interface) but balk
at the suggestion that any activities not directly related to implementation
are necessary. The attitude can be paraphrased in the following manner:
Theoretical analyses and fancy principles may be fine for the academics in
their white towers, but they have no place in the applied science of building
an interface (just build it and test it!).

This attitude is not just restricted to nonacademics. We sometimes hear
from prospective students that other professors have suggested that we are
too theoretical. Many years ago, a colleague in our department questioned
whether the time and effort required by the CSE approach was justified (this
colleague is now an advocate). One of our students, a terse and laconic army
officer, may have summed it up best: “Is the juice really worth the squeeze?”
Our work does have strong theoretical underpinnings because we believe
the well-worn maxim that nothing is as practical as a good theory. This is a
point to which we will return later.

1.3.2 Too Applied!

We have also fielded criticisms from those in the basic research camp. Both of
us are trained as experimental cognitive psychologists. However, the major-
ity of our colleagues in cognitive psychology dismiss our work as “applied
science.” Of course, this translates to “not science at all.” For some reason, to
study visual search, reaction time, compensatory tracking, crypto-arithmetic,
etc., is considered to be basic science, but to study perception, decision mak-
ing, control, or problem solving in the context of aviation or process control is
applied science. There seems to be a sense that research is only basic if it deals
with general abstractions from nature. However, if it attempts to delve deeply
into any specific natural phenomenon, then it gets labeled as “applied.”

The attitude from the basic camp can be further refined. Researchers in this
camp believe in reductionism. The goal is to conduct research on basic activi-
ties in controlled laboratory settings. These settings are purposefully devoid
of the complexities of the real world because these complexities will confound
conclusions that can be drawn, via the scientific method, about the basic under-
lying processes. Understanding these basic processes is the key to the general-
ization of results since they constitute the common underlying threads that are
woven across more complex settings. The goal is to find the truths that exist at
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the microlevel and then recombine them in an effort to explain more complex
activities. From this perspective, any research conducted in more complex set-
tings is unscientific; the inherent confounds will limit the conclusions that can
be drawn and the principles that can be devised. Furthermore, any research
conducted in these complex settings will produce results that are particular to
that setting only and that cannot be generalized to others.

We fully appreciate the benefits of basic research. In fact, some of our best
insights regarding display design have their origin in results obtained in
controlled laboratory research settings (Bennett and Flach 2008). We also
fully appreciate the need for controlled experimentation in evaluating the
effectiveness of our designs. Where we differ is with regard to the settings
within which those evaluations must take place. The context, which the basic
scientists want to strip away, is the most informative piece of the puzzle (e.g.,
situated action—Suchman 1987).

As a result, we believe that evaluations must take place using realistic
simulations and scenarios that capture the essential characteristics of the
associated real-world contexts. This allows controlled, yet relevant, experi-
mental results to be obtained. We also differ with regard to the prospects for
generalization of results. It is only under these conditions of evaluation (i.e.,
ones in which fundamental demands of real-world settings are captured)
that the results are likely to generalize. We are unapologetically skeptical
about approaches that trivialize complex problems.

1.4 Pasteur’s Quadrant

As this discussion indicates, our beliefs about science place us somewhere
between a rock and a hard place, at least with respect to conventional wisdom.
Webelieve that there are general principles to be learned about cognitive systems
and that the search for these general principles is a legitimate scientific enter-
prise. Additionally, we believe that to discover these general principles requires
that we become immersed in the particulars of nature’s full complexity.

We recognize and appreciate the need for controlled experimental tests
of hypotheses that emerge from observations of nature’s complexity. But
we also maintain a healthy respect for the limitations of any single experi-
mental setting for tapping into the full complexity of nature. We share the
desire to find general principles, but we believe that these principles must be
grounded in life as it is lived.

We believe that the success or failure of a design can be an important test
of our hypotheses and theories. The feedback from such tests can reflect back
and inform the design of more representative experimental settings. Design
success seldom depends on a well articulated theory; in fact, design innova-
tion typically precedes scientific insight. However, explaining the success or
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failure of a design is a critical challenge for a basic science of cognition. It can
directly inform theory and it can have important implications for the design
of more controlled empirical observations. We envision an ideal world where
science and design are tightly coupled so that each shapes and is shaped by
the other in the search for a deeper understanding of nature that helps us to
adapt more effectively.

Only recently have we discovered that this niche, where research is moti-
vated by a desire for both broad theories and practical solutions to important
problems, has a name. It is called “Pasteur’s quadrant” and it is illustrated in
Figure 1.1. Stokes (1997) discussed the evolution of the conventional wisdom
that basic (i.e, theory-driven) and applied (i.e., problem-driven) research
form the opposite ends of a single continuum. He argued that this conven-
tion is wrong and that basic and applied motivations are two independent
dimensions, as illustrated in Figure 1.1.

Thus, it is possible, as illustrated by the work of Louis Pasteur, to commit to
the ideals of basic science and to the ideals of applied science simultaneously.
It is possible to choose research questions based on the potential practical
impact for solving important problems (e.g., nuclear or aviation safety) and
to approach them with the goal of applying and testing basic theories and
with the full scope of empirical and analytical tools of basic research (from
field observations to controlled laboratory studies).

1.4.1 The Wright Brothers in the Quadrant

We will provide an example that reinforces what it means to be working
within Pasteur’s quadrant. Our academic institution was named to com-
memorate the achievements of the Wright brothers. They had a goal that
was clearly applied: powered flight. Their efforts to achieve that applied goal
were at their nadir toward the end of 1901. Their second visit to Kitty Hawk
had been a step backward; modifications to their first glider had produced
a new version that was decidedly less air worthy. Wilbur is said to have
remarked at this point that “he didn’t think man would fly in a thousand
years” (Kelly 1996, p. 42).

It turns out that what is sometimes referred to as “mankind’s greatest
achievement” was in danger of being derailed by basic science. Without get-
ting into too many details (see Jakab, 1990, for a complete description), the
design of the glider’s wings was based on formulas that included experi-
mentally derived coefficients of air pressure, lift, and drag. Because the sec-
ond glider produced only about one-third of the lift that was predicted, the
Wright brothers suspected that these coefficients were in error.

They conducted a series of basic science experiments to evaluate this pos-
sibility. They created a controlled laboratory setting that captured critical
elements of the real world (e.g., a wind tunnel and miniature wings) and
unique instruments for measurement. The results indicated that the coef-
ficients were indeed wrong, and the rest is history.
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Pasteur’s quadrant. (Stokes, D. E. 1997. Pasteur’s Quadrant. Basic Science and Technological
Innovation. Washington, D.C.: The Brookings Institute.) The work of scientists such as Pasteur
and the Wright brothers is motivated both by a search for deep understanding (basic theory)
and the desire to solve pressing practical problems (application).

Jakab (1990) provides a summary that is particularly relevant to the cur-
rent discussion:

They never got bogged down in theoretical matters that were not
directly related to the problem at hand. Even though the sophisticated
wind tunnel experiments they were about to commence did a great deal
to advance the understanding of aerodynamics, the Wrights consciously
focused only on those practical questions that would provide them with
specific information necessary to building a successful flying machine.
They left it to their successors to develop a body of theory that would
explain the underlying scientific principles of aerodynamics. (p. 125)

The Wright brothers were clearly working within Pasteur’s quadrant.

1.4.2 This Book and the Quadrant

Thus, our ambition for this book is to address both basic issues associated
with human problem solving and decision making (in Wertheimer’s [1959]
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term: productive thinking) and to address the practical issues of designing
graphical interfaces that improve performance in specific work domains. This
requires that we consider ontological assumptions and theoretical approaches
to human cognition and that we address the specific demands associated with
the work domains that we cover. Our ambition is to connect the dots between
theory and practice in a way that will help students and designers alike to gen-
eralize beyond the specific experiments and display solutions described here,
so that they can create new innovations not yet imagined.

Also, itis important that we all realize that the constraints on basic research
and applied research are different. Those facing applied challenges cannot
always wait for the science to catch up with the challenges. Often they have
to rely on heuristics and trial and error to address pressing concerns. If the
response of researchers to the requests from designers is always, “Let me
do a series of experiments and I will get back to you in a few years,” then
the designers will eventually stop asking for advice. The time constant for
science is typically too long for those who are trying to keep pace with the
evolution of technology.

This is where theory becomes most important, as embodied in the form of
theoretically based principles of design. These principles will allow scien-
tists to generalize beyond empirical work. In our view, theoretically based
principles are the best tool for projecting over the horizon to make guesses
about what solutions to try first. Although these principles might not allow
scientists to specify the perfect or optimal solution to a new problem, they
can often be the basis for ruling out many alternatives—thus greatly simpli-
fying the search process and decreasing the time to solution.

We have seen information and display technologies evolve in ways that we
could not have imagined even 10 years ago and the pace of change seems to be
accelerating. So, we fully realize that the researchers, students, and designers
that we hope to inform today will face challenges and opportunities that we
cannot even imagine. We realize that every theory, every principle, and every
interface or display solution presented here is a work in progress; each is a step
on a continuing journey of discovery. Our goal is not to replace one conventional
wisdom with another, but rather to instill an appreciation for the complexity of
the problems and for the value of theory for helping to manage this complexity.
We hope to instill a skepticism for overly simplistic solutions and an enthusiasm
for engaging the challenges to improve human perspicacity and to broaden the
sphere of human action in ways that enhance the quality of life.

1.5 Overview

The next few chapters are intended to provide a basic theoretical context for
studying the topic of display and interface design in terms of work domains
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and human problem solving and decision making. Chapter 2 lays down an
ontological and theoretical context in which we identify the triadic semiotic
system, reflecting constraints on awareness, information, and situations as
the fundamental unit of analysis. Chapter 3 then expands on the concept of
situation constraints. Chapter 4 expands on the concept of awareness con-
straints. Chapter 5 considers general principles about how these two sources
of constraint are coupled in cognitive systems. Chapter 6 introduces the eco-
logical interface design approach, including general principles of design that
are applicable across a wide variety of work domains. Chapter 7 provides a
general survey of some of the alternative perspectives and approaches to
display design that are useful.

Chapters 8 through 11 focus on issues in design for a particular class of
interfaces that utilize representations that are primarily analogical in nature.
Chapter 8 reviews basic research on visual attention with respect to ques-
tions about separability, integrality, and configurality of visual informa-
tion. Chapter 9 specifically contrasts two sets of display design principles
that have been derived from this basic research. Chapters 10 and 11 provide
design tutorials that illustrate the principles of ecological interface design
applied to the work domains of process control and aviation.

Chapters 12 and 13 focus on issues in design for interfaces that utilize rep-
resentations that are primarily metaphorical in nature. Chapter 12 explores
general issues in the design of metaphorical representations. Chapter 13
provides a design tutorial that considers the iPhone® as an example of
an innovative interface that is compatible with the ecological approach.
Chapter 14 provides a design tutorial of an ecological interface for military
command and control. Chapter 15 describes the principle of visual momen-
tum and associated techniques that can be used to increase it at various
levels of an interface (and concrete examples of their use).

Chapters 16 and 17 address issues associated with measurement and evalu-
ation. Chapter 16 contrasts basic assumptions underlying the dyadic and tri-
adic approaches to control and generalizability. Chapter 17 translates these
assumptions into a practical guide to the trade-offs involved when evaluat-
ing interface solutions.

Finally, Chapter 18 attempts to summarize and reinforce the main themes
of the book with the hope of inspiring students to take up the challenge to
improve the quality of human experience through interface design.

1.6 Summary

There will be no foolish wand-waving or silly incantations in this class.
As such, I don’t expect many of you to appreciate the subtle science and
exact art that is potion-making. However, for those select few who possess
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the pre-disposition ... (Columbus 2001; based on the novel by Rowling
1997, p. 136, emphasis added)

A few words about the title of the book are in order. As the quotes in this
chapter indicate, we are not the first to realize that the process of designing
displays and interfaces involves elements of both science and art. Rowling’s
(1997) ability to turn a phrase adds a nice touch. It would be just fantastic if
there were an algorithm for display and interface design; we could plug the
variables in and produce the most efficient result every time. Unfortunately,
to say that there is an algorithm of interface design is a gross exaggeration. At
best what we have are theories of cognitive systems and principles of design.
As we have emphasized, both the theories and principles are informed by
empirical results (so there is a scientific basis); however, they always need to
be modified and adapted to the specific circumstances associated with the
work at hand—hence the term “subtle science.”

The flip side of this coin is that the act of producing effective displays
and interfaces is a very creative process. A good display or interface is lit-
erally a work of art, especially now that interfaces are highly graphical in
nature. It runs deeper than this, however. The design of a display or inter-
face is a creative act, and there may be more than one effective solution (it
is certain that there is an infinite number of ineffective solutions). The dif-
ference between art in general and art as it manifests itself in display and
interface design is that in the latter we are required to convey very specific
messages. This involves representing both concrete values (e.g., variables,
properties, goals, and the relationships between them) and concepts (e.g.,
domain entities, potential actions, strategies in execution)—hence the term
“exact art.”

This book is not designed to provide a catalogue of answers and spe-
cific interface solutions. Rather, we hope to illustrate a style of reasoning
about interface design. We hope this style of reasoning will contribute to
our basic understanding of cognitive systems and improve our ability to
make wise generalizations to specific applied problems. We hope to show
that the applied interests of the cognitive systems engineering approach are
grounded in basic theories of human performance and in basic principles
of information and control theory. We hope to show how basic theories
of human performance can inform and be informed by the challenges of
designing safe human—machine systems. We hope to move the process of
ecological display and interface design beyond the realm of magic (wand-
waving and incantations) and increase the number of researchers, students,
and practitioners who understand it and can apply it beyond the current
“select few” who have had the “pre-disposition” to invest years in learning
it. Thus, our ultimate goal is to connect the science of cognition with the art
of interface design so that the science is applied more subtly and the art is
created more exactly.
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2

A Meaning Processing Approach

2.1 Introduction

We may be at the start of a major intellectual adventure: somewhere
comparable to the position in which physics stood toward the end of the
Renaissance, with lots of discoveries waiting to be made and the begin-
ning of an inkling of an idea of how to go about making them. It turned
out, in the case of the early development of modern physics that the
advancement of science involved developing new kinds of intellectual
sophistication: new mathematics, a new ontology, and a new view of sci-
entific method. My guess is that the same sort of evolution is required in
the present case (and by the way, in much the same time scale). Probably
now as then it will be an uphill battle against obsolescent intellectual
and institutional habits. (Sloan Foundation 1976, p. 10; cited by Gardner
1985, p. 34)

Howard Gardner (1985) suggests that the birth of cognitive science hap-
pened in the mid-1950s, when psychology began to move away from behav-
iorist, stimulus-response views that ignored the construct of mind toward a
new view that began to frame questions of mind in the context of developing
theoretical and technical achievements related to the processing of informa-
tion. While it is true that the innovations of the 1950s brought mind back
into fashion as a topic for psychology, we believe that, consistent with the
predictions in the opening quote, the mathematical, ontological, and meth-
odological changes needed for a revolutionary new scientific approach are
only gradually being realized. Thus, cognitive science is still in the middle of
an ongoing struggle between multiple paradigms.

The term “paradigm” is one that will be used throughout the book and
a short explanation of the meaning of that term is in order. Extending the
concepts originally introduced by Kuhn (1962), Lachman, Lachman, and
Butterfield (1979) differentiate between the “rational” and “conventional”
rules of science. The rational rules refer to general aspects of the scientific
method: the formation of hypotheses and the testing of these hypotheses
based on observational data. Essentially, this is the type of activity that all
scientists must do to qualify as such. In contrast, the conventional rules are
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the value and belief structures about how this process should proceed. Thus,
different groups of scientists studying the same topic can hold different
opinions with regard to what should be studied, how it should be studied,
and how results should be interpreted. Lachman et al. (1979) emphasize the
importance of conventional rules, stating that “a science is shaped as much
by paradigmatic judgments [conventional rules] as by the canons of scientific
method” (p. 19).

Lachman et al. (1979) define the term paradigm in the following obser-
vation: “[W]ithin scientific disciplines, there tend to form subgroups whose
members adopt very similar resolutions. When a sufficiently large number
of scientists in a field agree to a considerable extent on how such questions
are to be resolved, they are said to share a paradigm” (p. 6; emphasis original).
Note that a paradigm is a far more general term than a theory, an experi-
mental setting, a procedure, or a task (even though the term is often used to
describe these entities).

The purpose of this chapter is to provide an overview of two competing
paradigmatic stances that have shaped a debate on how the process of inter-
face design should proceed. One paradigm is associated with the classical
information processing view of cognition; the other is associated with more
ecological approaches to cognition. We will be advocating in favor of this sec-
ond paradigm, which we will refer to as a meaning processing approach.

2.2 Two Alternative Paradigms for Interface Design

The roots for these two paradigmatic approaches to cognition can be traced
to a field that has direct relevance for the problem of interface design: semiot-
ics (e.g., Nadin 1988). Semiotics is typically referred to as the science of signs
or signifying. Its roots can be traced back to early medicine, where the prob-
lem of diagnosis was referred to using the Greek word semeiosis. This semi-
otic problem was to identify the nature of a disease based on the patient’s
symptoms. In a significant sense, the physician’s problem is a representative
example of issues that are central to any theory of cognition and, by impli-
cation, to any theoretically based principles of interface design. Given the
available information (e.g., the patient’s symptoms, the interface, the specific
problem representation), what is the appropriate interpretation? More practi-
cally, what is the appropriate action?

2.2.1 The Dyadic Paradigm

The roots for the conventional information processing approach to interface
design can be traced to the dyadic sign/semiotic model framed by Saussure.
Ferdinand Saussure (1857-1913) is considered by many to be the founder of
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modern linguistics, which in turn had a strong influence on the science of
cognitive psychology. He framed the semiotic problem as a relation between
the signifier (e.g., symbolic language) and the signified (e.g., mental concepts).
The semiotic problem was framed as the study of the nature of the various
possible mappings between language and thought or in the context of medi-
cine between symptoms and categories of diseases.

This framework fits well with the computer metaphor for the mind. In
this context, thinking is framed as a symbolic computation linking input
(e.g, symptoms in the medical context) with an internal classification via
rules. In this sense, semiotics is an exploration of the types of mappings or
rules that are possible between the signifier (data) and the signified (inter-
nal concept).

Saussure’s framework seemed to fit well with the goals of linguistics and
computer science (i.e, matching symbols to concepts), but with respect to
the medical diagnosis problem something is missing. This framework does
not seem to include any consideration of the actual state or health of the
patient (beyond her symptoms). To what extent do the medical community’s
categories of disease correspond to the actual states of the patient’s health?
Further, to what extent do the treatments associated with the categories actu-
ally affect that health?

What is missing from Saussure’s framework is any basis for connecting
the concepts of medicine to the actual health of the patient (e.g., a basis that
could help differentiate between the semiotic system of the traveling medi-
cine show charlatan and the well-trained physician). Saussure’s semiotics is
framed in terms of the relation between the sensory surfaces of an observer
and the internal concepts in her mind. This framework fails to close the loop
through the object of action: the patient (or, more generally, the ecology). This
can be a potential problem for conventional approaches to both interface
design and cognition. In the conventional approaches, cognition is almost
completely divorced from situations; the only connection is the “scraps of
data” at the sensory surfaces. In other words, cognition is disembodied (e.g.,
Clark 1997). Connections via action tend to be ignored or trivialized.

2.2.2 The Triadic Paradigm

A contemporary of Saussure independently framed an alternative triadic
model for semiotics. The work of Charles Peirce (1839-1914), which had a
strong influence on William James and early functionalist approaches to psy-
chology, has been largely ignored by conventional approaches to cognitive
science. However, appreciation for Peirce’s work is rapidly growing. Peirce
(1931-1935a, 1931-1935b) framed his semiotics in the context of the logical
links between the objects of experience and the objects of the world. Peirce’s
semiotics resulted from his struggles with the processes by which the objects
of experience could guide successful interactions with a physical world. How
could the physician’s knowledge guide successful treatment of disease?
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FIGURE 2.1
This diagram compares Saussure’s dyadic model of semiotics with Peirce’s triadic model.

Figure 2.1 compares the dyadic and triadic models of the semiotic problem.
We have labeled the third dimension inspired by Peirce’s triadic model as
the “ecology.” In the medical example, this would correspond to the patient’s
state of health. We use the term “meaning” to refer to the relation between
the ecology and the signifier or representation. In the context of medical
diagnosis, this would be the relation between the patient’s symptoms and the
patient’s health (i.e., the meaning of the symptoms). We use the term “inter-
pretation” for the relation between the signifier and the signified (concept or
belief). This is the relation between the symptoms and the classification by
the physician. Treatment is more likely to be successful when the interpreta-
tion corresponds with the meaning, although patients can sometimes get
well despite the doctors.

2.2.3 Implications for Interface Design

For Saussure and for the conventional approaches to cognition and inter-
face design that follow his tradition, the ecology is not part of the sign sys-
tem. Thus, to the extent that meaning is considered, it is synonymous with
interpretation. In this context, it is natural to focus on the relation between
the concept (mental model) and the representation (display) and there is
little reason to consider anything beyond the representation itself. However,
when the sign system is expanded to include the ecology or work domain,
meaning can be framed independently from interpretation. In this context,
the role of display designers is to build representations so that the interpretations of
the operators using those representations will correspond with the meaning in the
ecology.

For example, the goal is to represent the patient’s symptoms so that the
doctor’s diagnosis will correspond to the actual state of the patient’s con-
dition. Thus, understanding the patient’s condition and the possible ways

© 2011 by Taylor & Francis Group, LLC



A Meaning Processing Approach 19

that this condition can be represented becomes a significant concern of the
interface designer. Ultimately, the goal of any representation is to guide suc-
cessful action (i.e., treatment).

Thus, the point is not simply to match the mental model of a particular doc-
tor, but rather to consider the extent to which that mental model is aligned
with the most up-to-date theories of medicine. We would not want to design
an interface that reinforces an antiquated or incorrect mental model. This
suggests that it is not sufficient to know how a particular doctor thinks about
the problem, but it raises questions about how a doctor could and should think
about the problem. In some respects, the goal is not to match a particular mental
model, but rather to match the best possible models given the collective knowledge of
the medical domain. Note that we used the plural for models. In complex work
domains (e.g., medicine or military command and control), there may not be
one authoritatively correct model of the domain. In this case, multiple rep-
resentations or a flexible representation that supports multiple perspectives
may be desirable. The ultimate test of any model will be its pragmatic value
in guiding successful treatment.

In sum, the field of semiotics offers two frameworks for addressing cogni-
tion and meaning. One framework, the dyadic view, focuses exclusively on
the relation between a sign (e.g., written word, computer icon, or medical
symptom) and the associated mental construct (e.g., interpretation). Within
this frameworlk, it is logical to focus theory and research on the mental pro-
cesses that accomplish the interpretation and it is not surprising that mean-
ing is a disembodied mental construct associated with interpretation. The
result is that there are two realities or ontologies: one for mind and another
for matter.

An alternative framework is the triadic view. This framework considers
interpretation within a larger context that includes the practical value of any
associated mental constructs. That is, how do the constructs relate to success-
ful action? In this case, meaning takes on a pragmatic dimension and mind
and matter constitute a single reality or ontology.

The result of these two different paradigmatic views is that there is great
confusion associated with the construct of meaning. In the dyadic tradi-
tion, meaning is a purely mental construct with no grounding outside the
mind. It requires a unique ontology from that of the physical world. In the
triadic tradition, meaning is grounded in actions and the associated con-
sequences (i.e., the ecology). Thus, the triadic view includes mind and mat-
ter in a single ontology that focuses on the relational dynamics between
them—on what matters. It is this triadic view that informs our approach to
interface design. While it is not necessary that you share our perspective, it
is important that our perspective is clear from the start so that there is no confusion
about what we mean when we say that an interface is meaningful. We mean that it
is a useful guide for action. We hope that this will become crystal clear by the
end of this chapter.
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2.3 Two Paths to Meaning

Consider a pilot attempting to land her aircraft. What information is most
meaningful?

* The state of the aircraft (e.g, altitude, attitude, airspeed)

e The state of the various instruments (e.g., the altimeter, airspeed
indicator, artificial horizon)

¢ The state of the optical flow field (e.g., the perspective of the runway,
the expansion pattern, the flow of texture)

e The state of the pilot (e.g., alertness, skill, knowledge, goals)

To what extent does the meaningfulness of the information depend on
the laws of physics (e.g., aerodynamics) and the particulars of the specific
situation (e.g., type of aircraft, size of runway, weather)? To what extent
does the meaningfulness of the information depend on the state of the
pilot (e.g., her previous experience)? In other words, is meaningfulness a
property of the situation, is it a property of awareness, or does it somehow
depend on both?

2.3.1 Conventional Wisdom: Meaning = Interpretation

Conventionally, using a dyadic semiotic system, questions of meaningful-
ness have been framed in the context of awareness. This is reflected in dis-
proportionate attention to illusions and irrational thinking, rather than to
skilled cognition and action. For example, conventional texts on perception
tend to focus on optical illusions. There seems to be a working assumption
that meaning is constructed based on ambiguous information. For example,
Richard Gregory (1974) writes:

[Plerceptions are constructed, by complex brain processes, from fleet-
ing scraps of data signaled by the senses and drawn from the brain’s
memory banks—themselves constructions from snippets from the past.
On this view, normal everyday perceptions are not part of—or directly
related to—the world of external objects, as we believe by common sense.
On this view all perceptions are essential fictions: fictions based on past
experience selected by present sensory data. (p. xvii)

The large collections of illusions where human judgments tend to be incon-
sistent with standard measures (e.g,, Muller-Lyer illusion) are taken as evi-
dence that the information available to perception is ambiguous. Also, the
two-dimensional property of the visual sensory surface is taken as clear
evidence that information is missing relative to the three dimensions of the
world in which we live.
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Similarly, theories of thinking and decision making tend to focus on viola-
tions of normative models of rationality (e.g., conjunction fallacy, gambler’s
fallacy, etc.) and biases and heuristics in judgment and decision making
(e.g., anchoring and adjustment, representativeness, hindsight). For example,
Wickens (1992) writes:

Many aspects of decision making are not as accurate as they could
be. The limitations of information processing and memory, previ-
ously discussed, restrict the accuracy of diagnosis and choice. In addi-
tion, limits of attention and cognitive resources lead people to adopt
decision-making heuristics, or “mental shortcuts,” which produce
decisions that are often adequate but not usually as precise as they
could be ... . Finally, we will sometimes refer to general biases in the
decision-making process. These biases are either described as risky—
leading to a course of action based on insufficient information—or
conservative—leading to the use of less information or less confidence
in a decision than is warranted. (p. 261)

In this context, in which meaning is constructed from ambiguous data
using limited and biased information processes, it is not surprising that
two people can interpret the same situation very differently. For example,
two pilots might have different opinions about where the limits of a safe
approach are or two drivers may have different ideas about when to initi-
ate braking when approaching a line of traffic. Have you ever instinctively
reached for the imaginary brake pedal when you were the passenger of a
more aggressive driver?

Thus, conventional wisdom tends to treat meaning as if it were synony-
mous with interpretation. The meaning is how an individual interprets the
situation. This suggests that meaning is a property of awareness and this
leads implicitly to the conclusion that the situation is, at best, of secondary
interest and, at worst, meaningless or irrelevant. Somehow, meaning is con-
structed from ambiguous information, based on arbitrary relations to the
ecology or situation. Meaning becomes a pure invention or construction of
the mind.

In this context, it is not surprising that much of the work in human factors,
engineering psychology, and human—computer interaction (HCI) is framed in
terms of internal mental processes. In this context, the job of the human fac-
tors engineer is to ensure that the designers take into account the limits of
these internal computational processes (e.g., perceptual thresholds, memory
limitations, decision biases, etc.). In terms of aiding problem solving, the target
for design is often framed as a requirement to match the operator’s mental
model.

There are obvious values of the conventional approach. Certainly, if fea-
tures of the interface are below perceptual thresholds, if the operator is
overwhelmed by an avalanche of data, or if she is constantly surprised by
unexpected events, then the value of the interface may be compromised.

© 2011 by Taylor & Francis Group, LLC



22 Display and Interface Design: Subtle Science, Exact Art

However, from the start of our careers thinking about the design of inter-
faces for safety critical systems such as nuclear power plants and aircraft, a
question has nagged us:

What if the mental models of the operators are naive or even wrong?

This possibility was explicitly noted by Norman (1986), who once described
mental models as “messy, sloppy, incomplete, and indistinct” (p. 14). It seemed
obvious that just any mental model would not be sufficient for operating a
nuclear power plant or landing an aircraft safely. Certainly, these systems
behave according to physical principles and it seemed obvious that unless
the thinking (mental model) at least implicitly takes these principles into
account, the control and problem solving might be ineffective and perhaps
dangerous. In thinking about how to design interfaces in these contexts, we
have found it important to ask, “What is the ‘right” mental model?” Or, more
conservatively, “Are some models more effective or satisfactory than others?
Why?” The point is that the mental model must have some correspondence
with the physical process that is being controlled.

2.3.2 An Ecological or Situated Perspective: Meaning = Affordance

In thinking about this problem of the right conceptual model, we have come
to question the conventional notion of meaning and the conventional notions
about the nature of computational processes. We began to look to the situa-
tion and to frame questions of meaning in this context. We found ourselves
asking how the nuclear power plant and the aircraft actually work. For exam-
ple, we began to press beyond questions to pilots about how they thought or
what they did to ask, “Why was that strategy or that procedure adequate?”
In searching for answers to these questions, we had to go beyond the pilots;
we had to begin talking with the aeronautical engineers and we had to begin
learning about aerodynamics.

For example, in a landing approach to a typical airport, pilots generally
begin by setting the throttle to about 70% of full cruising power. They then
fly the glide path using their stick (elevators)—mnot to point the aircraft at
the point of touchdown, but rather to keep a constant target airspeed. Most
pilots know this strategy. They know that it normally works. However, not
all can explain why this strategy works or are aware of the conditions where
this might not be the safest strategy (e.g., landing on short fields or aircraft
carriers).

In the process of exploring questions about why this works, we learned
about the physics of aviation and the relations between total, kinetic, and
potential energy. We learned a new way to think about the flight controls.
We learned that the throttle’s function is to determine the rate of change of
energy. Depending on the throttle’s setting, total energy will be decreasing
(energy-in is less than energy-out due to drag), increasing (energy-in exceeds
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energy-out), or constant (energy-in is equivalent to energy-out). We learned
that the stick’s function is to determine the distribution of energy between
speed (kinetic energy) and altitude (potential energy).

For example, if energy-in exceeds the energy loss due to drag, then the
aircraft must either climb (increase potential energy), accelerate (increase
kinetic energy), or both depending on the position of the elevator. Thus, at
the correct throttle setting for landing, there will be a roughly constant rate
of total energy loss. If the speed (kinetic energy) is constant, then the defi-
cit will result in a constant loss of altitude (potential energy). If the throttle
setting is correct and the pilot tracks the correct speed, then the plane will
follow the correct constant glide path (e.g., in the range of 2 or 3°). Our col-
laborations with the aeronautical engineers led to the design of a new land-
ing display that includes an energy path along with a more common flight
path display (Amelink et al. 2005).

The work with the aviation display will be discussed in more detail in
Chapter 11. The important point for this chapter is the implication for our
approach to meaning. As the result of our experiences with displays for
safety critical systems, we have found it useful to think about meaning as
an attribute of situations. For example, we learned about the functions of
the stick and throttle in relation to energy variables (e.g., total, kinetic, and
potential energy), rather than simply in terms of the displayed variables (e.g.,
air speed, altitude, and attitude). In essence, the energy relations (or con-
straints) provide a context for specifying the functional meaning of throttle
and stick actions with regard to achieving the goal of a safe landing. These
constraints are meaningful to anyone in the flying situation—no matter what
they might believe or know. If someone does not respect these constraints to
safe travel, then the consequences will be real and significant! As you will
see in Chapter 11, our explorations into the ecology of flight led to some
interesting ideas about how to improve landing displays.

An important influence on our movement toward a triadic approach was
James Gibson. He was one of the first people to advocate an approach that
framed meaning in terms of the situation (or the ecology), rather than as
a mental construction. For example, Gibson and Crooks (1982) introduced
the concept of the field of safe travel in the context of driving. They described
this as the “field of possible paths which the car can take unimpeded” (p.
120). This field contains another field that they called the minimum stop-
ping zone, which they defined as “the minimum braking distance required
to stop the car” (p. 123). They noted that this minimum braking distance
depends on the speed of the car, the condition of the road, and the condi-
tions of the brake. They further noted that the field of safe travel is not a
“subjective experience of the driver. It exists objectively as the actual field
within which the car can safely operate, whether or not the driver is aware
of it” (p. 121).

As Gibson'’s ecological perspective evolved, the insights about the field of safe
travel were incorporated into the more general construct of affordance. Gibson
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(1979) defined the “affordances of the environment” as “what it offers the ani-
mal, what it provides or furnishes, either for good or ill” (p. 127). He goes on:

The notion of affordance implies a new theory of meaning and a new
way of bridging the gap between mind and matter. To say that an affor-
dance is meaningful is not to say that it is “mental.” To say that it is
“physical” is not to imply that it is meaningless. The dualism of mental
vs. physical ceases to be compulsory. One does not have to believe in a
separate realm of mind to speak of meaning, and one does not have to
embrace materialism to recognize the necessity of physical stimuli for
perception. (Gibson 1972/1982, p. 409)

Gibson seems to be using the term “affordance” to address the meaning-
ful aspects of situations. That is, there is a meaningful relation between the
animal or human and its environment that is independent of the animal or
human’s subjective beliefs or opinions; there are objective possibilities and
objective consequences. For example, consider the situation of a clear sliding
glass door: The surface has objective properties that have consequences for
safe and unsafe modes of locomotion. That is, the consequences are indepen-
dent of the observer’s opinion or belief about whether the path is clear or not,
though these opinions or beliefs may have obvious consequences for perfor-
mance. If the person thinks that the path is clear, then she may discover the
error of her interpretation when she collides with the solid surface.

As a second example to illustrate the concept of affordance, consider
the case of a frozen pond. Will the pond afford locomotion? This affordance
depends on the complementary relation between the thickness (strength) of
the ice and the weight of the human. The same pond may afford support for
an insect or a small child, but not for a large adult (see Figure 2.2). Thus, it
depends on a relation between animal and environmental object; that is, it
is impossible to say whether the pond affords support without considering
both the ice surface and the animal weight distribution.

Note that it is possible to consider this relation as a property of the situation
independently of an interpretation. That is, the pond may afford locomotion for
an individual, yet that individual may not be sure and may choose to take a path
around the pond. The failure to perceive the possibility does not change the pos-
sibility or affordance, although it certainly will constrain the choice of action.

On the other hand, the pond may not afford locomotion, but the individual
may believe that it does and proceed across the surface. In this case, the per-
son will soon discover the “objective” value of the affordance as she crashes
through the ice. Thus, the person wishing to get to the other side of the pond
faces a semiotic problem: Does the pond “afford” support? How do I know?
Should I try it and risk the possible consequence of falling through? Or should
I expend the additional time and effort required to travel around the pond?

In contrast to Gregory (see previous quote), Gibson believed that a mov-
ing eye had access to rich information with respect to the layout of the
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FIGURE 2.2
The same frozen pond may afford support for one organism, but not another.

three-dimensional world. For Gibson, affordances were the objects of per-
ception—not the products of perception. He hypothesized that, for many
situations (such as controlling locomotion), the affordances were directly
specified by information (e.g., in an optic array) available to the observer.
This means that if the observer were appropriately attuned to this informa-
tion, she would be able to respond skillfully to those affordances. In Gibson’s
terms, the well-tuned observer would be able to perceive the affordances
directly.

Note that Gibson used the word information in a particular way to refer to
the degree of specificity between structure in a medium (e.g., an optic array)
and the affordances in the ecology. In the next section, we will explore how
this use of the concept of information fits with the technical usage defined by
Shannon and Weaver’s (1963) information theory.

At this point, however, we would like to introduce the following prem-
ises as generalizations of Gibson's ecological approach to the paradigm from
which we approach problems of interface design:

* Meaning is a property of situations associated with the possibilities
and the consequences of action.
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¢ Skilled action will generally depend on the degree of correspondence
between the actual possibilities and consequences of a situation
(meaning) and the actor’s beliefs about the situation (interpretation).

® Meaning is the input (stimulus, raw material) for cognitive processing,
rather than the product of cognitive processing. In other words, mean-
ing is not created by the mind, but it can be discovered by the mind.

* The discovery processes will be more or less difficult depending
on the complexity of the situation and the richness of information
(degree of specificity) available as feedback from the interactions.

An important implication of these premises is that a major concern for inter-
face design will be to facilitate the discovery of the meaningfulness of the situation.
That is, the goal of interface design is to develop representations that specify
the meaningful properties of a work domain (or problem space) so that oper-
ators can discover these meaningful properties and can guide their actions
appropriately (increasing the likelihood of positive consequences and mini-
mizing the risk of negative consequences).

In the past, we have framed the perceptual side of these challenges as the
semantic mapping principle (Bennett and Flach 1992). Whereas the conven-
tional approaches in human factors and HCI tend to focus exclusively on the
relations between the interface and the processes internal to the operator, we
are advocating an approach that includes the relations between the interface
and meaningful properties of the work domain. We believe that an impor-
tant concern of the display designer has to be with meaning—not as a prop-
erty of mind, but rather as a property of the situation or functional problems
that operators are trying to solve. The goal is to design representations that
are true to the problem—to design representations that support productive
thinking (e.g., Wertheimer 1959). Thus, this requires consideration of the con-
straints of situations as well as the constraints on awareness.

2.3.3 Information versus Meaning

The term “meaning processing approach” was chosen to contrast with the
more conventional “information processing approach” that has dominated
human factors and engineering psychology since its origins during the
Second World War (e.g., with the work of Paul Fitts at Wright-Patterson and of
Bartlett and colleagues in Cambridge). Ironically, we believe that the meaning
processing approach is more consistent with the spirit of information theory
(and perhaps with the original spirit of Fitts’s and Bartlett’s work) than the
approach that has since adopted the title information processing approach.
The crux of information theory is that an event must be understood relative
to a space of possibilities. For example, the amount of information associated
with drawing a particular number from a bin cannot be specified without
knowing the numbers contained in the bin. If all the numbers in the bin are
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identical, then there is no surprise (and thus no information) when that num-
ber is drawn. The more alternative numbers in the bin, the greater the uncer-
tainty that is resolved (information that is communicated) when a number is
drawn. Thus, it is impossible to specify the amount of information communicated by
an event without some knowledge about the possibilities in the jar. In this example,
the jar (with its associated possibilities) is analogous to the work domain (or
ecology). And, for the specific case of a jar of numbered balls, enumerating
the alternatives is a good way to characterize this domain.

Research on choice reaction time (Hick 1952) demonstrated that human per-
formance was functionally related to information demands. In these experi-
ments, the task was specifically designed so that the number of alternatives
and the probabilities associated with the alternatives was an appropriate way
to specify the field of possibilities (analogous to the jar of numbered balls).
The results were consistent with the predictions of information theory. For
example, in the reaction time task, there was a linear relation between the
uncertainty of an alternative (measured in bits) and the time for a correct
response.

This was a very important demonstration of the relevance of information
theory for modeling human performance. However, we believe that an incor-
rect generalization resulted. The information processing theory of human
performance tended to focus on the number and probability of alternatives
as fundamental measures of possibilities since this is how Hick and others
(Hyman 1953) manipulated information in their experimental settings. The
result was an emphasis on probability theory, rather than on information
theory. Thus, any aspect of a stimulus situation that could not be indexed by
counting alternatives or computing probabilities tended to be ignored. And
even physical processes (e.g., nuclear power plants) that might be charac-
terized in terms of physical laws were reduced to probabilistic descriptions
in order to model the human-machine system (e.g.,, THERP [technique for
human error rate prediction]; Swain and Guttman 1983). In this context, it
was natural to study human decision making relative to normative models
of choice related to probabilistic gambles.

We believe that if one is serious about generalizing the insights of infor-
mation theory to an understanding of human—-machine systems, then one
must be serious about modeling the space of possibilities that exist in a work
domain. Therefore, one should be interested in the best ways for characteriz-
ing these possibilities. We doubt that many aeronautical engineers would be
satisfied with probabilistic models of aircraft performance. Nor would many
nuclear engineers be satisfied with probabilistic models of the dynamics of
feedwater control.

In some cases—for example, the reliability of transistors or the base rates
for specific diseases—probability theory will be an important index of pos-
sibilities. However, in other cases, physical laws will be more appropriate.
Thus, we feel that information theory demands an ecological approach to
human-machine systems in general and to interface design in particular. An
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important step toward understanding the demands of any problem or work domain
is to understand the constraints that bound the space of possibilities.

Gibson used the term “information” to describe the specificity between
variation in the ecology and variation in a medium such as the optical flow
field (this is essentially the interface for natural locomotion). Specificity
depended on invariance between structure in the optical flow field and
structure in the ecology. If the dynamic perspective in the flow field was
lawfully related to the motion of the observer, then these laws specified both
the layout of the environment and the motion of the observer relative to it.
In the classical sense of information, if the flow field is lawfully/invariantly
related to properties of the environment and motion relative to it, then itis a
good communication channel. That is, the variations in the ecology are well
specified by the variations in the representation (i.e., the optical array).

This raises another irony of information theory with respect to display
design that is not always appreciated: For a representation to be a good com-
munication channel, it must be as complex as the thing being represented. To the
extent that the representation is less complex (i.e., variable) than the thing
being represented, information is lost. To the extent that the representation
is more variable than the thing being represented, information (in this case,
noise) is added. Thus, designing a representation to conform to the informa-
tion processing limits of an operator without considering the consequences
in terms of lost information with respect to the domain being controlled can
end up trivializing the problem and can lead to a very brittle (unstable) con-
trol system. These ideas were originally articulated by Ashby (1956) as the
“law of requisite variety.”

Fortunately, as early researchers such as Miller (1956) realized, the com-
plexity in terms of information does not place a hard constraint on human
processing capacity. This is due to people’s capacity to “chunk” or to recode
the information presented. Because of people’s capacity to organize or
recode information, difficulty is not necessarily proportional to complexity
(as indexed by amount of information). A key consideration throughout this
book will be to consider how designers can utilize the chunking capacity of
humans to best advantage. That is, can we organize information within repre-
sentations to make it easier for people to chunk data in ways that reflect meaning-
ful properties of the work domain? For example, the physical relation between
total, potential, and kinetic energy can provide a frame for integrating mul-
tiple factors into a chunk that reflects structural constraints of the aviation
domain.

As Tufte (1990) observed, difficulty of a representation may well be inde-
pendent of the amount of information that it contains:

Confusion and clutter are failures of design, not attributes of informa-
tion. And so the point is to find design strategies that reveal detail and
complexity—rather than fault the data for an excess of complication. Or,
worse, to fault the viewers for lack of understanding. (p. 53)
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Although understanding the space of possibilities is important, it is not
sufficient for a meaning processing approach. One must also understand
the consequences or values associated with those possibilities in order to
address issues associated with meaning. Some possibilities are desirable
(e.g., goals) and the system should behave in ways that maximize the proba-
bilities associated with those possibilities. Other possibilities are undesirable
(e.g., threats or risks) and the system should behave in ways that minimize
the probabilities associated with those possibilities. Information statistics do
not consider value. A system that is consistently wrong can be equivalent in
terms of information statistics to a system that is consistently right.

However, these two solutions are not equivalent to the designer. Our goal
is to design systems that are consistently right. Thus, the meaning processing
approach considers both the possibilities (as demanded by information
theory) and the consequences and values associated with the possibilities.
The impact of payoff matrices on performance (e.g., signal detection) dem-
onstrates that value is an additional constraint that must be considered.

For example, in the case of the landing approach, it is important to distin-
guish between states (e.g., attitudes, positions, and velocities) consistent with
the possibility of a soft landing and those that are inconsistent. A good inter-
face should make the distinctions between those states salient to the pilot.
In our view, these distinctions are meaningful. Similarly, in diagnosing and
treating a patient, it is important that the physician’s decision be based on the
best possible understanding of the possible states of the patient and the pos-
sible consequences of various treatments, including doing nothing. Thus, the
point is not to specify all the possibilities uniquely, but rather to make clear
the distinctions between possibilities consistent with the functional goals
and those that are to be avoided (i.e., the “fields of safe travel” or the “safe or
desirable envelopes of performance”).

In sum, we would like to make the following assertions about the relation
between information, meaning, and the goals of display design:

* Information theory demands that designers attend to the possibili-
ties and constraints of the ecology being represented. Any event
must be represented relative to the context of these possibilities.

e Probability is not the only way and generally not the best way to
characterize the possibilities in an ecology. Often possibilities or
actions will be constrained by known physical laws (e.g., mass and
energy balances, laws of motion, etc.).

® In order to be an optimal information channel, a display must be as
complex as the problem being represented.

e Difficulty is not necessarily proportional to complexity (in informa-
tion terms). Processing of complex information can be facilitated
through recoding (organizing) information into chunks (preferably
reflecting natural properties of the work domain).
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* Consideration of the possibilities is necessary but not sufficient to
characterize the meanings within an ecology. A second dimension
that must be included is the value associated with various possibili-
ties (e.g., consequences, costs, and rewards).

e The ultimate goal of interface design is to help people to distinguish

between those possibilities that are desirable and those possibilities
that are to be avoided.

2.4 The Dynamics of Meaning Processing

The information processing model of human performance is organized as a
sequence of effectively independent stages of analysis. Research programs
are typically designed to isolate a particular stage, and researchers tend to
focus their careers on a particular stage in this process (e.g., one might study
perception and another might focus on memory, while others might focus
on decision making). Although the stages pass information from one to the
others, the dynamics within a stage are at least implicitly treated as if they
were isolated from the other stages.

Although the images inspired by these stage models often include feed-
back, this approach tends to treat the overall system as an open-loop com-
munication channel, rather than as a dynamical closed-loop control system
(Jagacinski and Flach 2003). In this respect, this model is not a significant
advance beyond the classical stimulus-response models of the behavior-
ists (essentially the information processing approach simply inserts several
dominoes into the chain between stimulus and response).

In our view and those of an increasing number of researchers, this model
trivializes the rich, closed-loop coupling of perception and action essential to
adaptations to complex ecologies. Those interested in the problems of motor
skill and coordination (e.g., Bernstein 1967) have long recognized the signifi-
cance of these couplings to the overall dynamic. More recently, the field of
naturalistic decision making has recognized that, in dynamic environments
such as fire fighting, it is impossible to isolate a decision from the processes
associated with situation assessment (i.e., recognition as exemplified in Klein
1989; Klein, Orasanu, and Zsambok 1993).

2.4.1 The Regulator Paradox

Weinberg and Weinberg (1979) have used the example of driving onto road
surfaces that have ambiguous consequences for control (difficult to tell
whether they are simply wet or icy—black ice) to characterize the nature of
coupling between perception and action that they call the “regulator para-
dox.” Good drivers will typically resolve the ambiguity associated with the
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state of the road by inserting a test signal with their steering wheel. From
the feedback provided by a small pulse to the steering wheel, the driver can
sometimes tell whether the surface is simply wet or whether it is icy. If the
driver feels a small skid, he may be able to adjust to a more cautious control
strategy, to avoid a more catastrophic skid on the black ice. On the other
hand, a novice driver may continue driving normally without testing the
surface. She may be surprised when her car eventually skids out of control.

The paradox is that, in a changing environment, a regulator must simulta-
neously function as an observer and as a controller. Error with respect to the
control task (the small pulse to the steering wheel) can be information with
respect to the observer task. In the process of maintaining control, the driver
is both minimizing error and obtaining information about the changing sur-
face that could be valuable to the observer function.

The regulator paradox reflects the intuitions of people who have observed
cognition in the wild. In contrast to the conceptualization of a series of
information stages (e.g., observation then control), stable performance in a
dynamic environment often demands that observer and control processes be
accomplished in parallel. Every action is both a means to an end (performa-
tory) and a test of the situation (exploratory). In any dynamic environment,
the actor is in the position of learning the rules of the game while simultane-
ously engaged in playing the game.

2.4.2 Perception and Action in Meaning Processing

Figure 2.3 illustrates our conceptualization of meaning processing. This
conceptualization is different from more conventional approaches in three
important ways. First, this is not framed in terms of processes in the head,
but rather in terms of simultaneous dynamics occurring between an actor,
information medium, and ecology. Second, this does not reflect a serial
sequence of processes; rather, perception and action (or control and observa-
tion) are intimately coupled and operating in parallel. In this context every
interaction has dual implications. Finally, none of the elements in Figure 2.3
is uniquely associated with either the individual or the environment. That is,
the ecology reflects the physical constraints scaled with respect to the organ-
ism (i.e.,, affordances). The medium could include the sensory surfaces as
well as more conventional media such as the optical array or the graphical
interface. The belief system could include cultural knowledge embedded in
cultural, organizational, and physical artifacts (taboos, libraries, manuals,
etc.) as well as the internalized experiences of an individual.

Although observation and control function in parallel, in the process of
writing we are constrained to a sequential mode of description. We will begin
with the dynamic of control since that view is consistent with Weiner’s (1948)
cybernetic view that has been so influential on conventional images of human
performance. For the control dynamic, the medium functions as the compara-
tor. Here an intention (goal) is compared with the current state of the ecology.

© 2011 by Taylor & Francis Group, LLC



32 Display and Interface Design: Subtle Science, Exact Art

Consequences / Observations Intention / Expectation

Belief
Mental Model
Knowledge

Medium

Ecology
Problem
Work domain

Representation
Interface

Performatory / Exploratory Error / Surprise
Action

FIGURE 2.3

The dynamics of meaning processing. These dynamics involve interactions between a cogni-
tive system and an ecology mediated by an interface (displays and controls). Perception and
action are dynamically coupled in parallel so that every interaction has dual implications.

If there is a mismatch, then a performatory action is initiated and the conse-
quences of that action are compared to the intention, leading to further actions.
This negative feedback control system acts to reduce the error. In an engineered
control system, the intention and feedback are scaled to have common units or
currency so that the comparison process is effectively subtraction.

However, in the dynamics of life, this is not the case. A significant chal-
lenge to any biological control system is to compare between one currency
and another. For example, the pilot must compare patterns in an optical flow
field or on her instruments to her intention to land softly and then use that
comparison to specify actions on various control surfaces (pedals, stick, and
throttle). This is a major challenge for the beginning pilot: How can I tell
whether I am on a safe trajectory or not. If I am not on a safe trajectory, what
actions will most effectively correct the problem?

Conventionally, the intention for the servomechanism is treated as a con-
stant goal and the primary means for reducing error is to act in a way that
moves the system toward the goal. The classical example is a thermostati-
cally controlled heating system. However, in Figure 2.3 it should be apparent
that there are two ways to reduce error. One can act as a conventional ser-
vomechanism or one can change one’s intention. For example, a pilot expe-
riencing difficulty maintaining a safe glide path when landing may change
her intention from landing to flying a missed approach—recovering altitude
and entering back into the traffic pattern. In the engineered system (e.g,, the
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thermostat), the goals are imposed from outside the control system. A per-
son specifies the goal temperature for the heating control system. However,
a meaning processing system must choose its own goals. The problem of
knowing what goals are feasible leads naturally to the observation problem.

2.4.3 Inductive, Deductive, and Abductive Forms of Knowing

The observer problem is most typically encountered in the human perfor-
mance literature in terms of signal detection theory. Yet, the closed loop
dynamics of observers are rarely addressed. The essence of the observer
problem was captured well by Peirce’s (1931-1935a, 1931-1935b) construct of
abduction. Peirce presents abduction as a contrast to more conventional forms
of logic (i.e,, induction and deduction). As forms of knowing, induction pro-
vides norms for generalizing from particular observations to a general belief
about the world and deduction provides norms for generalizing from a belief
about the world to anticipate particular observations.

In contrast, abduction provides a description of how a system learns by
doing. That is, an abduction system generalizes from past experiences, con-
sistent with induction, to make hypotheses about the world. However, in an
abductive system these hypotheses are tested through action. As long as the
actions lead to effects that are consistent with the hypotheses, the hypoth-
eses are maintained. If the observer is surprised by the effects of an action,
then hypotheses can be revised to be more consistent with the effects.

As with the controller, for the observer the medium functions as a compara-
tor. However, whereas the comparison between consequence and intention to
generate error is most significant for control, the comparison between observa-
tions and expectations to generate surprise is most significant to the observer.
Whereas the controller operates to eliminate error, the observer (i.e.,, abductive
process) operates to eliminate surprise. Thus, for the observer an exploratory
action is a test of a hypothesis about the ecology. The result of this test is com-
pared with expectations. If the observations are consistent with expectations,
then there is no need for further action. However, if there is a mismatch (i.e.,
surprise), then the observer acts to reduce that mismatch in one of two ways.

First, it can change its beliefs about the ecology so that expectations are bet-
ter aligned with the results of the test (observation). For example, when start-
ing out in a strange car, your actions will be guided by hypotheses derived
from experiences with your own car. However, if the brakes in the strange
car are better or worse than those in your car, you may be surprised by the
response when you hit the brakes. As a result, you revise your expectations
about how this car will behave, based on this observation. With some prac-
tice, your expectations about how the new car will behave will become better
tuned with the actual behaviors of that car.

Surprise can also be reduced by discounting the observation. This second
possibility is clearly seen in person attributions. There is much evidence that
once an opinion is formed about a person (e.g., she is a jock), later information
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(e.g., she has a 4.0 grade point average) can be discounted (e.g., she must have
an easy major). There are numerous examples in accident reports where evi-
dence that might have prevented the accident was discounted because it did
not match with the expectations of the people involved. Of course, in hind-
sight, expectations change (i.e., hindsight bias) and it is then hard for investiga-
tors to imagine how the information was overlooked (e.g., Woods et al. 1994).

Note that the goal of eliminating surprise is not the same goal as the ideal
of truth that motivates formal logic. An abductive system will be perfectly
content with a superstitious belief about the ecology, as long as that belief
leads to expectations that are consistent with observations. If you expect to
win every time you wear your lucky charm, and you do, then the abductive
system is happy to retain its faith in the lucky charm and act accordingly.
On the other hand, the rules of induction demand that the belief be tested
by experiment. Winning does not formally prove the value of your lucky
charm. However, the abductive system is more interested in winning than in proof.
This emphasizes the intimate coupling between observation and control.
The meaning processing system is motivated by the instrumentality of its
beliefs. Do they lead to success with respect to intentions? In this respect, the
meaning processing system is pragmatic, not idealistic. This leads naturally
to a rationality that is grounded in the ecology or, rather, in the coupling
between perception (observation) and action (control).

Remember that although we discuss control and observation in sequence,
these processes are operating simultaneously. When the fire ground com-
mander is faced with a burning building, she is trying to accomplish the
goals of rescuing people and saving property while she is simultaneously
testing hypotheses about the source and nature of the fire. When she directs
her people or her hoses to a specific area of the building, this action is serving
both processes. It is a means to her goals and it is a test of her hypotheses. If
the fire responds as expected (no surprise), then she continues down the path
toward her goals. However, if she is surprised, then she must reevaluate her
plan and consider alternative paths to her goals. This is typically a continuous,
dynamic process and it is difficult to isolate any choice decision point within
the flow. Actions and observations flow together in a continuous stream.

In sum, the meaning processing perspective is chosen to emphasize the
dynamic interactions between beliefs, media, and ecologies and the intimate
coupling between control (action) and observation (perception/abduction)
processes.

2.5 Conclusion

This chapter sets the context for the rest of the book. While not everyone will
agree with how we use terms like meaning, all should now be clear about
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what we intend. When we refer to meaning, we will be talking about the pos-
sibilities for action and the associated consequences (value) that a situation
offers. It is synonymous with affordance. When we are talking about mental
functions, we will use terms such as belief or interpretation. Our aspirations
for this book are to explore effective ways to design interfaces that promote
congruence between meaning, belief, and action. Our goal is to explore effective
ways to help people to see the possibilities for action and the consequences
of those actions. Our goal is to help people think productively about difficult
problems. Our goal is to design more effective meaning processing systems.

We believe that the distinction between the dyadic and triadic semiotic
paradigms organizes the literature in a more coherent way. In Table 2.1 we
organize some examples of work on cognition and interface design into three
categories that reflect different perspectives. Our intention here is not to be
exhaustive, but rather to illustrate the implications of the differing perspec-
tives through examples. We picked examples that we hope will be familiar to
people who study display design. For those not familiar with this literature,
more details about much of this work will be found in later chapters.

The first category in the table, dyadic, includes research and theoretical
orientations that fall squarely in the Saussure tradition. That is, these per-
spectives focus on the relations between representations and interpretations.
These approaches tend to be organized around experimental settings and
tasks that reflect abstract information processes. There seems to be at least an
implicit assumption that the more abstract the experimental context is, the
more general or basic the research is. To the extent that a domain is consid-
ered, it tends to be treated as a cover story, rather than an essential dimen-
sion of the dynamic.

For example, some studies purporting to evaluate cognitive processing in
aviation use Sternberg’s memory tasks or compensatory tracking tasks in

TABLE 2.1
Three Perspectives on Cognition and Interface/Display Design
Dyadic Pragmatic Triadic
Neisser (1967) Coekin (1970) Neisser (1976)
Cleveland (1985) Hollan, Hutchins, and Woods (1984)
Weitzman (1984);
Hollan et al. (1987)
Card, Moran, and Shneiderman (1998) Rasmussen and
Newell (1983) Vicente (1989, 1990)
Wickens and Carswell — Tufte (1983, 1990) Suchman (1987)
(1995)
Norman and Draper Hutchins (1995)
(1986)
Klein (1989) Burns and

Hajdukiewicz (2004)
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simulators and actual cockpits. In one case, mountain climbers were sub-
jected to standard task batteries implemented on PCs as they climbed Mt.
McKinley. Since the data were collected on the mountain, this research was
described as ecological. Another example is the development of the Space
Fortress game to study skill development. The game was designed as a con-
glomerate of classical research tasks, rather than being based on the proper-
ties of any specific work domain. The point is that the research programs are
focused on experimental settings designed to reflect abstract information
functions; representativeness with regard to specific human experiences or
specific work domains is given little attention.

The idea that experimental settings (and the associated experimental tasks)
based on theoretically motivated abstractions might help researchers to iden-
tify the long threads with respect to cognitive processing is certainly a rea-
sonable stance. Neisser’s (1967) classic book on cognition makes a good case
for this. Many of the experimental tasks—for example, the choice reaction
time task described earlier—were serious attempts to link theory (e.g., infor-
mation theory) with natural phenomena (e.g., decision making). However,
there is a real danger here. There is a tendency that the research setting or
task becomes the phenomenon. That is, researchers can lose sight of both the
theoretical motivation and the natural phenomena.

Thus, they begin thinking in terms of probabilities and reaction time, rather
than in terms of the motivating phenomena—information and decisions.
Further, this perspective tends to dismiss research that takes the details of
specific work domains into account as “applied.” In this case, applied tends
to be used as a code word meaning unscientific.

Note that Neisser’s 1967 book is included as an example of the dyadic
approach. However, in 1976 Neisser wrote Cognition and Reality, in which he
introduced the concept of the perceptual cycle (see also the cognitive triad,
Woods and Roth 1988). This concept has had a fairly large impact on applied
psychology (e.g., Adams, Tenny, and Pew 1991; Smith and Hancock 1995).
But, unfortunately, the impact on cognitive science was relatively insignifi-
cant. In fact, we have heard the 1976 book being dismissed by people who
take the dyadic perspective as the book that Neisser wrote after he gave up
science. Even when the people who formulated the conventional wisdom
discover a new way of thinking, the legacy of the conventional wisdom can
remain behind as a serious constraint to people’s understanding.

The second category in Table 2.1 is labeled pragmatic. This category
includes research that tends to focus on the practical demands of cognition
in natural contexts. For example, Hollan, Hutchins, and Weitzman (e.g., 1987)
focused on the problem of designing a graphical interface to train people to
control steam engines in ships. Shneiderman’s (1998) and Tufte’s (1983, 1990)
works tend to include many examples of displays explicitly chosen because
they work so well in specific contexts. Klein (1989) focused on decision mak-
ing in natural contexts (e.g., fire commanders). In all of these examples, we
feel that there is clear evidence that the demands of work ecologies are taken
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seriously as a practically important consideration for the design of representa-
tions or for the understanding of cognition.

However, in this work, the attention to the ecology tends to be implicit. For
much of this work, there is no clear attempt at explanation. Rather, the focus
is on describing things that work well. To the extent that explanations are
attempted, the explanations tend to be framed in terms of the conventional wis-
dom of the dyadic paradigm. So, although the interfaces are designed to reflect
work constraints, the explanations for why a display works tend to be in terms
of features of the representation and the dynamics of interpretation processes.

For example, we see early discussions of constructs such as direct manipu-
lation as tending toward a dyadic perspective. That is, the focus tended to
be on direct manipulation of objects in the representation, not necessarily of
direct manipulation of properties of the work domain. Another example is
Klein’s (1989) work on naturalistic decision making. We find the descriptions
of expertise in natural contexts to be incredibly important data for an under-
standing of meaning processing that includes all three components of Peirce’s
semiotic triad. Yet, we find little difference between Klein’s recognition prime
decision model of naturalistic decision making and other models that treat
information processing as something that happens exclusively in the head.
These approaches tend to focus exclusively on general properties of the inter-
pretation process (e.g., differences between experts and novices), without any
explicit consideration of the properties of the specific work domains.

Thus, we have great admiration and respect for the innovations achieved
by those who take the pragmatic perspective. But we feel that there is a gap
between the theoretical orientation of this group and the triadic perspec-
tive. Their methodologies seem to be consistent with the triadic stance, yet
they tend to theorize in ways that seem more consistent with the dyadic
stance.

The last category, labeled triadic, includes researchers who explicitly
acknowledge the work context as an integral part of the cognitive dynamic.
These works take a practical and a theoretical stance that is consistent with
Peirce’s triadic model of semiotics. This stance is reflected in labels such as
situated cognition, distributed cognition, or ecological interface design. This is the
perspective that we hope to represent in this book. You will learn much more
about the research in this tradition in later chapters.

The point of Table 2.1 is to clarify the different theoretical and method-
ological orientations of some of the more noted researchers in the field of
interface design. There is not always a clear distinction between the dyadic
and triadic positions, and some researchers are difficult to classify. This can
lead to confusion on what exactly constitutes, for example, an ecological
approach. Is it the same as or different from naturalistic decision making
or situated cognition? Also, we apologize if we have pigeon-holed anyone
where they do not feel they belong. However, this is our attempt to make
sense of the field with respect to dyadic and triadic assumptions about the
underlying semiotic dynamic of cognition.
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2.6 Summary

In the end, the major point that we want you to carry forward into the rest
of this book is that the work context matters! The effectiveness of an interface
ultimately depends on how well it specifies the problems to be solved. And the
problems reside not in the head, but rather in the work ecology. The point is to
land the plane on the ground or to put out the fire—not to simulate a landing
or simulate firefighting in your head. Note that we do not intend to discount
the importance of processes in the head (including mental simulations). Rather,
the point is that, to be useful, these processes (e.g., mental simulations) must be
grounded in the physical, economic, organizational, and social realities of the
semiotic dynamic.

The point is not to deny either the situation or awareness dimensions
of the problem, but rather to integrate these two dimensions into a single
framework (ontology), where both sources of constraint are respected. Thus,
the next chapter will suggest some practical ways for thinking about this
reality that the head is contained within. This will be followed by a chapter
focused on the dynamics of awareness to consider how cognitive processes
contribute to the overall dynamic. Then we will try to close the loop to con-
sider the dynamics of situation awareness in the context of a single ontology
that considers how situations and awareness jointly interact to shape human
experience.
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The Dynamics of Situations

3.1 Introduction

The critical point is that understanding computers is different from
understanding computations. To understand a computer, one has to
study the computer. To understand an information-processing task, one
has to study that information-processing task. To understand fully a par-
ticular machine carrying out a particular information-processing task,
one has to do both things. Neither alone will suffice. (Marr 1982, p. 5)

It would be perfectly possible for the psychologist to follow the route of
the economist: to constructa theory of concept formation that depended on
no characteristic of the subject other than his being motivated to perform
well. It would be a theory of how perfectly rational man would behave in
that task environment—hence, not a psychological theory but a theory of
the structure of the task environment ... we shall often distinguish two
aspects of the theory of problem solving as (1) demands of the task envi-
ronment and (2) psychology of the subject. These shorthand expressions
should never seduce the reader into thinking that as a psychologist he
should be interested only in the psychology of the subject. The two aspects
are in fact like figure and ground—although which is which depends on
the momentary viewpoint. (Newell and Simon 1972, pp. 54-55)

Perhaps the composition and layout of surfaces constitute what they
afford. If so, to perceive them is to perceive what they afford. This is a
radical hypothesis, for it implies that the “values” and “meanings” of
things in the environment can be directly perceived. Moreover, it would
explain the sense in which values and meanings are external to the per-
ceiver. (Gibson 1979, p. 127)

The emphasis on finding and describing “knowledge structures” that
are somewhere “inside” the individual encourages us to overlook the
fact that human cognition is always situated in a complex sociocultural
world and cannot be unaffected by it. (Hutchins 1995, p. xiii)

As these opening quotes suggest, the pioneers of early work on human infor-
mation processing and problem solving fully appreciated the significance of
the task environment. As suggested in Chapter 2, this follows naturally from
Shannon and Weaver’s (1963) theory of information that it is essential to situ-
ate any action or decision into the larger context of possibilities. In Newell and
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Simon’s (1972) work, this involved describing the “states” (including the ini-
tial and goal states), the “operators” that allowed movement from one state to
another, and the “constraints” (i.e., rules) on application of those operators.

The significance of being able to describe the field of possibilities fully led
early pioneers to focus much of their attention on well-defined problems (e.g.,
Tower of Hanoi, Crypto-arithmetic, Tic-Tac-Toe, etc.), where the task environ-
ments could be fully specified in terms of the possible states and the rules
that limited the “legal” paths through the state space. This was an important
first step to allow strong tests of the normative principles of information pro-
cessing to human performance. This allowed clear specification of optimal
solutions and clear comparisons between the solutions of specific algorithms
and the solutions of people.

However, an unintended consequence of this choice is that the emphasis
placed on problem descriptions by these early researchers faded into the
background while the strategies, heuristics, and limitations of the human
problem solver became the sole basis for generalizations to the more com-
plex, less well defined problems typical of most natural work domains.

The quotes from Gibson and Hutchins are a bit more radical than the
claims of either Marr or Simon and Newell. These quotes suggest that a
theory of situations is not simply a complement for a theory of awareness;
rather, it provides the foundation for such a theory. They suggest the need
for an “ecological” or “situated” approach to cognition. Obviously, these
ideas are an important source of inspiration for a meaning processing
approach. However, it should be clear from the other quotes that it is not
necessary to accept these more radical ideas in order to appreciate the value
of a theory of situations for a deep understanding of human performance.

The objective of this chapter is to revive attention to the situation side of the
situation awareness problem by considering task environments (i.e., problem
spaces, work domains) and how they can be modeled. We will begin by intro-
ducing the general concepts of “state” and “state space” in the context of some
classical human performance research on well-defined problems. However, we
believe that the second half of the chapter will be more important to interface
and display designers. In contrast to early work on human information pro-
cessing, the emphasis in the second half of this chapter will be on ill-defined
problems. In fact, we believe that this is often a fundamental challenge facing
interface designers: to discover properties of complex work domains, so that
these properties can be integrated into effective problem representations.

3.2 The Problem State Space

In essence the term “state” can be a synonym for the properties or dimen-
sions of a problem. One of the goals of situation or work analysis will be to
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identify properties that help us to visualize significant problem constraints
that can be leveraged against the information processing problem. Again, in
the context of information processing theory, constraints essentially place
boundaries on the field of possibilities. Although constraints do not specify
what will happen next, they do help to rule out possibilities—thus reducing
the uncertainty about the future.

These bounds can be especially critical for organizing (i.e., chunking) com-
plex information into coherent representations. Thus, this chapter will focus
on identifying the problem demands of a work domain independently of
any particular strategy or solution algorithm. Chapter 4 will go deeper into
the awareness side of the equation to explore potential strategies for navigat-
ing the problem space. Again, it is important to emphasize that both sides
of this equation will be essential to the meaning-processing problem and,
ultimately, to the problem of designing effective representations. In the end,
a good representation must specify the situational constraints (meaning) in
terms that are compatible with the constraints on awareness (interpretation)
to solve the triadic semiotic problem. We begin by considering the concept of
state in classical approaches to problem solving.

3.2.1 The State Space for the Game of Fifteen

Consider the game of Fifteen. This is a game in which two players take
turns choosing numbers from the set of numbers from 1 through 9 without
replacement. The winner is the first player to have a combination of three
numbers thatadd to 15 (e.g., 1,9,5; 2, 8, 5; 1, 8, 6; or 5, 6, 4). The states in this
problem can be modeled by placing each number into one of three catego-
ries: the pool of available numbers, the choices of player A, and the choices
of player B. The initial state has all numbers available and no choices for
either player:

Initial state: Pool (1,2,3,4,5,6,7,8,9) Player A () Player B ()

There are nine possible moves for player A from this initial state:

Pool (2,3,4,5,6,7,8,9) Player A (1) Player B ()
Pool (1,3,4,5,6,7,8,9) Player A (2) Player B ()
Pool (1,2,4,5,6,7,8,9) Player A (3) Player B ()
Pool (1,2,3,5,6,7,8,9) Player A (4) Player B ()
Pool (1,2,3,4,6,7,8,9) Player A (5) Player B ()
Pool (1,2,3,4,5,7,8,9) Player A (6) Player B ()
Pool (1,2,3,4,5,6,8,9) Player A (7) Player B ()
Pool (1,2,3,4,5,6,7,9) Player A (8) Player B ()
Pool (1,2,3,4,5,6,7,8) Player A (9) Player B ()
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A choice by player A produces a new problem state. For example, a choice

of “1” results in the following state:

Pool (2,3,4,5,6,7,8)

Player A (1)

Player B ()

Player B then has eight possible choices, given this new state:

Pool 3, 4,5,6,7,8,9)
Pool (2,4,5,6,7,8,9)
Pool (2,3,5,6,7,8,9)
Pool (2,3,4,6,7,8,9)
Pool (2,3,4,5,7,8,9)
Pool (2,3,4,5,6,8,9)
Pool (2,3,4,5,6,7,9)
Pool (2,3,4,5,6,7,8)

Player A (1)
Player A (1)
Player A (1)
Player A (1)
Player A (1)
Player A (1)
Player A (1)
Player A (1)

Player B (2)
Player B (3)
Player B (4)
Player B (5)
Player B (6)
Player B (7)
Player B (8)
Player B (9)

Continuing in this fashion, it would be possible to enumerate all possible
states. The possible trajectories through this space of states would all begin
with the initial state and would end at either a winning state (one player or
the other meets the goal of having three numbers that sum to 15) or a draw
state (the pool is empty and neither player has three numbers that sum to 15).
For example, here is one possible sequence of play:

Move 1 Player A (5) Player B ()
Move 2 Player A (5) Player B (3)
Move 3 Player A (5, 4) Player B (3)
Move 4 Player A (5, 4) Player B (3, 6)
Move 5 Player A (5,4, 9) Player B (3, 6)
Move 6 Player A (5,4, 9) Player B (3, 6, 2)
Move 7 Player A (5,4,9, 1)

End Winner because 5+9 +1 =15

Each move in this sequence could be considered a state. Each of these
states has three dimensions or variables: the choices of player A, those of
player B, and the numbers remaining in the pool. Since sampling is without
replacement, the numbers in the pool can be inferred directly from knowl-
edge of the choices of the two players; thus, it is sufficient to characterize
movement through the state variables in terms of the two players alone. The
value for each dimension or state variable would be the numbers chosen by
each player. In this particular sequence, the state at move 6 is particularly
interesting. At that point, player A has guaranteed a victory because, from
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that state, two moves will lead to winning states. Player B blocks one path
to a win by picking 2, thus blocking the path to (5,4, 9,2) 4 + 9 + 2 = 15).
Therefore, player A chooses “1,” which also leads to a winning state.

It is useful to consider the value of specific choices when considering the
state space for the Fifteen game with respect to meaning. Was the choice of
“5” a good first move? It did lead to a win, but was it the best possible choice?
Was the choice of “3” a good first choice for Player B? After all, she did lose.
Was there a better choice? A good representation should make it easier to
differentiate a good move from a bad move. That is, it should make it easier
to see where a good move enhances the chances of winning and a bad move
diminishes the chances of winning.

It turns out that the choice of “5” is the best possible first move because “5”
allows the most possible combinations of numbers that add to 15: (6, 5, 4; 1,
598,52, 3,5, 7). Player B’s choice of “3” was not a good choice because it
blocked one winning possibility for A and only left one possible win for B
(3, 8, 4). Better choices for player B would have been 6, 8, 4, or 2. Each of these
choices would eliminate one winning possibility for A while leaving two
winning possibilities for player B (e.g., 6,7, 2 or 6, 1, 8).

The state space for problems such as the Fifteen game is typically repre-
sented as a tree diagram where each branch represents a possible sequence
of moves. The root of this diagram would be the initial condition. From
this root, there would be nine possible first moves; for each of these moves,
there would be eight possible responses, in turn followed by seven possible
choices, etc. Got the picture? Each state (or node) could be evaluated in terms
of the number of remaining branches that lead to wins or losses. The quality
of a state might be indexed by the number (or percentage) of its branches that
lead to wins, losses, or ties. The challenge for the display designer would be
to choose a representation that makes it easy for the human to make this dis-
crimination—to discriminate good choices from bad choices. Note that the
value of these discriminations is not mental, but rather reflects the structure
of the problem or game independently of any natural or artificial cognitive
agent.

It turns out that there is a much better representation for the Fifteen problem
than the verbal descriptions we have provided or even the tree diagram that
we described. Figure 3.1 shows a spatial representation of the Fifteen problem.
It should be readily apparent that the game of Fifteen is isomorphic with the
game of Tic-Tac-Toe. The term isomorphic means that the states of the two prob-
lems can be mapped one to one: Each number choice in the game of Fifteen is
identical to the choice of a space in the Tic-Tac-Toe game; the goal state of three
numbers adding to 15 is identical to the goal state of three in a row.

Thus, from a logical or computational perspective, the games of Fifteen
and Tic-Tac-Toe are identical tasks or situations. Of course, from the perspec-
tive of awareness, the games are definitely not the same. The spatial layout
reduces the need for memory or mental calculations and makes it much eas-
ier for players immediately to see the value of a particular choice. With the
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2 | 9 | 4

FIGURE 3.1
A spatial representation of the game of Fifteen. Note that this game is isomorphic with the
game of Tic-Tac-Toe.

spatial layout, it is much easier to see why “5” is a good first choice, and why
“3” is not a good choice for player B.

The discussion of the Fifteen game illustrates the classical information
processing approach to analyzing the situation dynamics. For well-defined
problems, such as Fifteen (Tic-Tac-Toe), Tower of Hanoi, or Hobbits and Orcs,
it is possible to enumerate all possibilities completely. However, when prob-
lems get more complex, such as chess or backgammon, enumerating all pos-
sibilities becomes prohibitively difficult. It is even more difficult for natural
work domains, where the possibilities rival or exceed those of chess and the
“rules” can be far more ambiguous or fuzzy. Before we consider the dynam-
ics of ill-defined, natural problems, one other relatively simple problem will
be considered that illustrates how the concepts of state, state variable, and
state space are used in control theory.

3.2.2 The State Space for a Simple Manual Control Task

A convenient task for introducing the control perspective is one of simple man-
ual control: moving a cursor from a start position at the left of the screen to a
target on the right side of the screen using a single-axis joystick. The joystick
displacement determines the acceleration of the cursor. Thus, a movement of
the joystick to the right would cause the cursor to accelerate in that direction. To
stop the cursor, the joystick would have to be moved to the left of center, causing
a deceleration (actually, acceleration to the left). The cursor would stop (reach
zero velocity) when the deceleration exactly cancelled out the acceleration.
Figure 3.2 illustrates this task using a block diagram, the conventional way
to illustrate its dynamics. Each block represents an integration process and
the output of each block represents the state variables for this dynamic—in
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FIGURE 3.2

This block diagram illustrates a simple positioning task in which the control dynamics are sec-
ond order. That is, the control displacement determines the cursor acceleration. Note that the
system has two state variables: position and velocity, indicated in the diagram as the outputs
of the two integral processes.

this case, the position and velocity of the cursor. This dynamic could also be
represented as a second-order differential equation, and the state variables
would be the initial conditions. Knowledge of the states (the values of posi-
tion and velocity) at time t and the control input from ¢ forward is sufficient
information to specify the particular trajectory of the cursor from ¢ forward.

Figure 3.3 shows a diagram of the state space for this control system. The
target position is represented with the far edge at zero, so the position indi-
cates positive distance from that edge. Velocity is represented as a negative
speed, since the distance is being reduced, as the cursor moves toward the
target. The two bold, crossing curves represent maximum acceleration (that
would result when the control is at full deflection in the direction of the tar-
get) and maximum deceleration (that would result when the control is at full
deflection away from the target).

These curves divide the space into regions and the labels reflect the signifi-
cance of each region with regard to the objective of stopping at the target. The
curves themselves combine to reflect the minimum-time path from the start
to the target. This path would involve a bang-bang style of control. Maximum
acceleration would be initiated by full deflection of the stick toward the target;
when the state of the target is at the value corresponding to the intersection
of the two maxima curves, the stick should be moved to full deflection in the
opposite direction (away from the target—maximum deceleration). Finally,
the stick should be returned to zero upon entering the target.

The region above the maxima curves (toward the position axis) reflects the
states that are reachable from the start position and that allow movement to
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This state-space diagram illustrates significant constraints of the movement control task that
result from the task (e.g., target) and motion dynamics (e.g., maximum acceleration).

the target without overshoot. There are an infinite number of satisfactory
paths from the start to the target within this region. However, all of them
will take more time than the path resulting from the bang-bang input that
results in motion along the border of this region.

If the movement reaches a state that is above the maximum-deceleration
path to the target (area labeled “reachable but overshoot inevitable”), then
there is no action that will avoid overshooting the target. That is, the cursor is
too close and the speed is too high to allow the cursor to stop before passing
through the target. Also, the states below the maximum-acceleration path
are unreachable from the start (i.e., the cursor cannot reach these speeds in a
short distance from start).

Thus, the state space diagram in Figure 3.3 provides a good image of the
control possibilities. It reflects both the task constraints (i.e., starting position,
goal position) and the dynamic constraints (i.e., control limits in terms of the
maximal acceleration and deceleration), and it shows a significant perfor-
mance constraint (minimum-time path). Additionally, it links all the states of
motion (position and velocities) to regions that reflect these constraints. The
thin line in the diagram illustrates one of many possible trajectories through
this space. This trajectory shows two distinct submovements. The first sub-
movement begins at the start position and covers about 80% of the initial
distance to the target. It has a peak speed of just under 20 pixels per second.
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The second submovement covers the remaining distance to the target with a
peak speed under 10 pixels per second.

A display that can greatly enhance performance in a tracking/positioning
task such as that illustrated in Figure 3.2 is a “predictive” or “quickened”
display. These displays are illustrated in Figure 3.4. With a predictive dis-
play, the cursor is replaced with a vector (Figure 3.4b). The tail of the vector
represents the current position and the length of the vector is proportional to
the velocity of the cursor. Thus, both state dimensions (position and velocity)
are explicitly represented in the display. Later, we will call this type of repre-
sentation a “configural” display since it explicitly represents both individual
state values and their joint contribution toward functional goals.

With a quickened display (Figure 3.4c), the cursor is represented as a point
(not a vector), but the position of the cursor reflects a weighted sum of posi-
tion and velocity (rather than only position). In essence, the quickened dis-
play would only show the head of the vector used for the predictive display.
This type of representation will be referred to as an “integral” display. That
is, the two state dimensions are combined in a way that makes the joint func-
tional relation to goals more apparent but masks the individual values of the
specific states (i.e., position and velocity).

Research shows that performance in target acquisition can be faster and
more accurate with both predictive and quickened representations than with
standard representations (where cursor position corresponds to distance
from the target and velocity must be perceived based on the cursor’s motion).
This suggests that the addition of information about the velocity state is use-
ful for this control task.

= o
Standard Predictive Quickened
Cursor = Cursor base = Cursor base =
f(position) f(position) f(position + velocity)
Vector length =
f(velocity)
(a) (b) ()

FIGURE 3.4

Three alternative mappings of states to displays for a second-order positioning/tracking task
are illustrated. The cursor position in the standard format is related to the distance from the
target (i.e., the square). The cursor position in the predictive format is also related to the dis-
tance from the target; the direction and length of the vector are related to velocity of motion
with respect to the target. The cursor position in the quickened format is related to an integral
function of the distance and velocity with respect to the target.
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3.2.3 Implications for Interface Design

Hopefully, these two examples of the state representations for both the
Fifteen (Tic-Tac-Toe) problem and the tracking task help to clarify what peo-
ple mean when they talk about states and state variables. In the case of the
Fifteen problem, the state variables would correspond to the positions of the
two players (i.e., their choices) and the state of the pool from which items
are selected. The value for each state would be the list of items chosen or
remaining. For the tracking/positioning task, the state variables are position
and velocity and the value at any time would be the measurements for these
two variables. Hopefully, it will also be obvious how these representations
can help researchers to visualize problem constraints and to relate human
performance (e.g., choices in the Fifteen game or motion in the tracking task)
to both the goals and the possibilities within the task ecology.

Although the representations for a discrete game and a movement task
can be very different, the key idea is to help researchers to understand the
behaviors in the context of the task ecology. Note that the space, regions, and
boundaries reflect properties of the situation. Behavior can then be repre-
sented as a trajectory through the situation. Such representations can be use-
ful to those who are interested in designing “artificial intelligence” systems
and those who are trying to understand the meaning processing activities of
“naturally intelligent” systems.

However, it is important to appreciate that the Fifteen problem and the
tracking task are very simple relative to many of the ecologies that will
be of interest to interface designers (e.g., process control, driving, or emer-
gency operations). In these ecologies the state spaces will have many more
dimensions than can be easily enumerated in a simple tree diagram or in a
two-dimensional graph. Thus, it may not be possible to represent clearly the
space of possibilities and the constraints on these possibilities in any single
representation. Further, for many natural environments, there may not be a
clear consensus with regard to the appropriate or significant dimensions for
the state space. Nevertheless, we assert that efforts toward understanding the
ecology as a functional state space will always be worthwhile.

The challenge is how to go about building a model of problems or work
ecologies that are significantly more complicated than the “toy” problems
that we presented in this section. This will be the focus of the remainder of
this chapter. It is important to reemphasize that this is based on the assump-
tion that a first step to building an effective display representation of a prob-
lem or work ecology is to have an understanding of that problem. At the
same time, exploring alternative representations may be essential to the
development of a deeper understanding.

Thus, it is important to appreciate the iterative nature of learning about
work domains and to appreciate that the analysis of situations is not a pre-
requisite to interface design, but more realistically a co-requisite. The bet-
ter your understanding is, the better your representations will be; the better
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your representations are, the better your understanding will be. It is defi-
nitely a “chicken and egg” relation where each is essential to the evolution of
the other. For this reason, we believe that it is critical that interface designers
have a framework to guide their search for a deeper understanding of the
ecology. In this respect, the following are critical points for you to appreciate
about the concepts of state variable, state, and state space:

* The choice of state variables is a statement about the important or
significant dimensions of a situation or problem.

e The state dimensions combine to specify a space of possibilities.
Behavior can be visualized as movement through this space.

* The values of the state variables reflect position in the multidimen-
sional state space with respect to significant landmarks (e.g., the
initial position, the goal).

e Significant problem constraints can often be represented as
boundaries, and qualitative properties of the problem can often be
represented as regions within the state space.

3.3 Levels of Abstraction

If one hopes to achieve a full understanding of a system as compli-
cated as a nervous system, a developing embryo, a set of metabolic
pathways, a bottle of gas, or even a large computer program, then one
must be prepared to contemplate different kinds of explanation at dif-
ferent levels of description that are linked, at least in principle, into a
cohesive whole, even if linking the levels in complete detail is imprac-
tical. (Marr 1982, p. 20)

For supervisory control decisions, we have found very useful a descrip-
tion of the functional properties of a system according to goals—means
or means—ends relationships in a functional abstraction hierarchy. Such a
hierarchy describes bottom-up what components and functions can be
used for, how they may serve higher level purposes, and top-down, how
purposes can be implemented by functions and components. Various
forms of functional abstraction hierarchies including means—end rela-
tionships have been used for design activities. (Rasmussen 1986, p.14;
emphasis original)

As we move to consider work domains associated with complex problems,
the state dimensions will typically not be as well-defined as in the examples
in the previous section. In fact, an important aspect of work analysis will
be a search to discover the critical dimensions of the problem (e.g., the state
variables). For example, in building flight displays, it is important to con-
sider what the critical state variables are. Is it sufficient to define the states
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around axes of motion (e.g., the three translational and three rotational axes
of motion and the velocities associated with those axes) or is there a value to
considering energy states (e.g., kinetic, potential, and or total energy and the
associated rates of change)?

Similarly, in developing graphical displays to support tactical decision
making for military commanders, it will be necessary to learn about what
dimensions are important for assessing and specifying combat strength and
effectiveness. In later chapters, specific issues such as these will be addressed
in the context of particular work domains. However, in this chapter, our goal
is to provide a generic framework to guide the search for a deeper under-
standing of situations. The goal is to develop descriptions of work domains
that can be useful in the design of effective interfaces to complex problems.

3.3.1 Two Analytical Frameworks for Modeling Abstraction

The framework that we offer is inspired by the insights of David Marr (1982)
and Jens Rasmussen (1986). Both of these researchers were struggling to
develop a systems approach to complex cognitive processes. Marr was pri-
marily interested in the design of artificial intelligence systems (specifically,
vision systems) and Rasmussen was primarily interested in the design of
safe human-machine systems (specifically, nuclear power plants). Marr and
Rasmussen recognized that complex systems could be described at multiple
levels of abstraction. Further, both realized that each level provided unique
insights to specific aspects of performance and that no single level was ade-
quate for full understanding. Deep understanding required the consider-
ation of relations within and across levels of abstraction.

Marr proposed three abstract levels for describing perceptual systems,
while Rasmussen proposed five levels of abstraction for describing work
ecologies. We think that there are many parallel and complementary insights
behind both choices. Table 3.1 lists the different levels and illustrates how
we believe Rasmussen’s five levels nest naturally within Marr’s three levels.
Each of the following three sections of this chapter will be organized around
Marr’s three levels, with finer distinctions inspired by Rasmussen nested
within the appropriate sections. Thus, we will begin with Marr’s top level of
description: the computational level.

3.4 Computational Level of Abstraction

The nature of the computations that underlie perception depends
more upon the computational problems that have to be solved than
upon the particular hardware in which their solutions are imple-
mented. To phrase the matter another way, an algorithm is likely to be
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TABLE 3.1

Comparison of Levels of Abstraction for Functional
Understanding of a Cognitive System

Marr (1982) Rasmussen (1986)

Computational theory Functional purpose

What is the goal of the computation? Abstract function

Why is it appropriate? What is the
logic of the strategy by which it can
be carried out?

Representation/algorithmic General functions/activities

How can this computational theory be
implemented? In particular, what is
the representation for the input and
output? What is the algorithm for the
transformation?
Hardware implementation Physical function

How can the representation and Physical form

algorithm be realized physically?

understood more readily by understanding the nature of the problem
being solved than by examining the mechanism (and the hardware)
in which it is embodied.

In a similar vein, trying to understand perception by studying only
neurons is like trying to understand bird flight by studying only feath-
ers: It just can’t be done. In order to understand bird flight, we have to
understand aerodynamics: only then do the structures of feathers and
the different shapes of birds” wings make sense. (Marr 1982, p. 27)

The computational level of description is the most abstract and the most fun-
damental. It is the most abstract in that it involves a description of a problem
that presumes the least in terms of any specific device (hardware) or particu-
lar strategy (algorithm) for solving it. It provides the most general descrip-
tion of the problem. For example, in the case of flight, the computational level
of description would be one that would apply to both animals and machines.
It would apply to both fixed and rotary wing machines. It would apply to
both gliders and powered machines. The fundamental laws of aerodynamics
would be an important component to a computational level of description.
Not only would these laws apply to flight, which reflects a specific goal or
aspiration, but such laws also could apply to any body (e.g., a leaf) moving
through an air mass.

However, in addition to considering the fundamental laws of flight, to
understand problems associated with aviation as a work domain, it is also
important to understand the goals for this system. This includes consider-
ation of economic and safety issues and other dimensions associated with
the desirable qualities of a successful aviation system.
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3.4.1 Functional Purpose

For describing work domains, Rasmussen distinguished two levels within
the computational level. He associated the top level of description with furnc-
tional purpose. This level reflects the reasons, intentions, and/or values behind
why a particular system might exist. As Rasmussen (1986) notes:

The way in which the functional properties of a system are perceived
by a decision maker very much depends upon the goals and intentions
of the person. In general, objects in the environment in fact only exist
isolated from the background in the mind of the human, and the prop-
erties they are allocated depend on the actual intentions. A stone may
disappear unrecognized into the general scenery; it may be recognized
as a stone, maybe even a geologic specimen; it may be considered an item
suitable to scare away a threatening dog; or it may be a useful weight
that prevents manuscript sheets from being carried away by the wind—
all depending upon the needs or interests of a human subject. Each per-
son has his own world, depending on his immediate needs. (p. 13)

The functional purpose level is considered the highest level of constraint
since it addresses the fundamental rationality behind a designed system. What
is the functional value of an aviation system? Why was the nuclear power plant
built? Why did I buy the iPhone®? Addressing these questions from a rational
perspective brings in the ideas of goals and values. And, in this respect, it gets
to the essence of quality—that is, what is good or bad, what are the criteria for
success or failure, what is desirable or undesirable, what is attractive or what is
to be avoided? Questions that might be framed at this level are

e What should be my goal or top priority during an emergency event in
a nuclear power plant control room: to maintain normal operations,
while figuring out what the alarms mean, or to shut down the plant?

¢ Should I press on through a potentially dangerous weather system
in order to arrive at the airport on schedule or should I divert around
the weather system and arrive late?

e Should I risk massive casualties in order to take that position or should
I take a defensive stance and wait for the enemy to make a mistake?

Similar questions could be framed for other domains where there is a need
to balance multiple goals and potential risks. For the Fifteen problem and the
tracking/positioning task discussed in the previous section, the functional
purpose level of description would be primarily concerned with the goals
and the figures of merit. In the Fifteen problem, there are essentially two
goals to consider: the goal of getting three numbers that sum to 15 (or three
in a row for Tic-Tac-Toe) and the goal of preventing your opponent from get-
ting there before you. Thus, each move can be considered relative to its offen-
sive and defensive value.
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For example, for the first move, “5” is the best choice since it creates four
possible sums to 15 and also blocks four. The next best choices are the remain-
ing even numbers (2, 4, 6, 8); each creates and blocks three possible solutions.
The worst choices are the remaining odd numbers (1, 3, 7, 9); each creates and
blocks only two possible solutions. Perhaps one of the values of the spatial
representation is that it uses spatial positions to make the relations of choosing
a number (or square) to the offensive (three in a row) and defensive (blocking
opponent) values explicit in the interface: The center position (5) is best, the
corners are next best (2, 4, 6, 8), and the side edges are worst (1, 3, 7, 9).

For the tracking/positioning task, the target is defined as a particular posi-
tion—velocity combination (i.e., stopped at the target). In addition, participants
are typically instructed to acquire the target as fast as possible, sometimes
with the constraint of avoiding overshoot. Thus, minimizing time to acquire
the target and minimizing overshoots can also be important criteria with
regard to the functional purpose level of abstraction. Considerations about
how speed and accuracy trade off become important at this level of abstrac-
tion. In normative tracking models based on optimal control theory, mini-
mizing an explicit cost-functional provides an analytic frame for addressing
trade-offs between speed and accuracy goals.

These criteria have important implications for the weight given to position
and velocity information. If accuracy is important (e.g., overshoots are costly),
then more weight (cost) should be given to velocity. That is, the approaches
will be more conservative, keeping velocities relatively lower to protect
against overshoots. In design of the displays, this would have implications for
the proportionality constant for the velocity vector in the predictive display
or for the lead constant in the quickened display. Making the velocity compo-
nent more salient will help the controller to anticipate and avoid overshoots.

3.4.2 Abstract Function

Rasmussen’s second level, abstract function, introduces another important
constraint that is fundamental to system performance. This level reflects the
ultimate field of possibilities for achieving the system goals. In essence, this
level “represents the semantic content of the physical signals and, hence, the
overall organizing principle” (Rasmussen 1986, p. 19). This level will typically
represent the fundamental dimensions of the state space, which, of course,
includes the goal states and also any constraints that limit motion through
that space. For many work domains, this will typically involve physical laws
and social/regulatory constraints on system performance. This level consid-
ers what the possible and/or legal means for achieving the functional pur-
poses are. This is where thermodynamics and the regulatory environment
would be considered for nuclear plants and where aerodynamics and the
aviation regulatory environment would be considered for aviation systems.

For the Fifteen problem, the key consideration at the abstract functional
level would be the rules of the game. That is, the distinction between a legal
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and an illegal move. This includes the idea of taking turns and the constraint
that once a number has been picked, it cannot be used again. For the position-
ing/tracking task, the abstract function level would include consideration of
the motion dynamics (e.g., Newton’s second law) and the implications for
how the dynamic constraints divide the state space into qualitative regions
to reflect the various possible movement paths as illustrated in Figure 3.3.

Note that this does not include any specific paths, but rather the field of
possible paths. A good question to ask at this level of analysis is, “What
measurement scales are important to the scientists/engineers and regulators
who design or manage these systems?” These are not the specific value of the
measures (i.e., a particular state) but the dimensions or scales that are used
to specify states, possible fields of travel within the state space, and qualita-
tive distinctions such as desirable and undesirable regions within the space
of possibilities. The measurement scale or derivatives from these scales are
likely to be good choices for dimensions of the state space.

Many people are a bit puzzled that, in Rasmussen’s abstraction hierarchy,
intentions, goals, and values dominate physical laws. It is important to appre-
ciate that the levels are chosen to reflect means—ends relations, rather than
causal relations. Thermodynamic or aerodynamic principles provide potential
means for satisfying the goals associated with our energy or transportation
needs. The cognitive computation is defined, first and foremost, by the goals
or needs to be satisfied. These needs provide the larger context for appreciat-
ing the value of specific physical laws and principles. Thus, while goals do
not dominate physics with regard to action, they do dominate with regard to
the logic or rationale of computations. The goals (functional purpose constraints)
answer the question why and the physical laws (abstract functional constraints)
answer the question how.

3.4.3 Summary

The computational level of Marr’s framework provides the purest description
of the nature of the problem and the broadest description of the field of possi-
bilities. The essence of the computational level is quality in terms of both value
and feasibility. What are the attributes of a healthy, successful, or well-designed
system? Itis at this level that normative models of rationality can be framed and
where both ideals and minimum criteria for success can be articulated.

For example, it is at this level of abstraction that optimal control principles
can be derived and applied to the tracking problem. Such principles can be
applied independently from any consideration of the specific type of cog-
nitive or control mechanisms employed. For example, the optimal control
principles can identify the minimum time path as the ideal solution to the
positioning task. Such an ideal may not be achievable, but it represents a
standard or normative benchmark against which the quality of actual solu-
tions can be judged. Similarly, normative moves for the Tic-Tac-Toe game can
be specified that will, at least, guarantee a tie.

© 2011 by Taylor & Francis Group, LLC



The Dynamics of Situations 57

3.5 Algorithm or General Function Level of Abstraction

At the level of generalized function ... the concepts and language used
for description are related to functional relationships that are found for
a variety of physical configurations and have general, but typical proper-
ties. Examples are feedback loops, which have very characteristic prop-
erties, independent of their implementation in the form of mechanical,
pneumatic, or electrical systems. (Rasmussen 1986, p. 17)

The second of Marr’s three levels and the third level in Rasmussen’s means—
ends hierarchy frame the problem in terms of algorithms or general func-
tions. Let us begin by considering the Fifteen/Tic-Tac-Toe problem. What
general functions would need to be accomplished in order to move from the
initial condition to a goal state? You would need decision processes to make a
choice (pick a number or select a square), you would need memory processes
to keep track of these choices (who has what and what options remain), and
you would also need evaluation processes to test whether the goal had been
reached (i.e.,, sum to 15 or three in a row).

Most classical task analyses and task taxonomies, especially cognitive
task analyses, are framed at the general function level (e.g., see Fleishman
and Quaintance, 1984, for a review of many of these taxonomies). For exam-
ple, Berliner, Angell, and Shearer (1964) describe a taxonomy of general
information processing functions that are divided into perceptual, media-
tional, communication, and motor processes. Each can be divided further
into subfunctions (activities) and sub-subfunctions (behaviors). But, at all
levels, the terms reflect general functions that could be implemented in
many different devices (e.g., a brain, a digital computer, or a social organi-
zation). Similarly, a power plant could be described in general terms that
would include heating, cooling, and regulating flow of materials and/or
energy. An aviation system could be described in terms of piloting, navi-
gating, and communication functions, which could be further subdivided.
Many of these processes would be required independently of the choice
of representations.

A typical way to represent a system at the general functional level is in
terms of block diagrams. Each box in such a diagram would indicate a par-
ticular process and the links between the boxes would reflect the flow of
information and/or materials through the system. This form of diagram is
particularly good for illustrating general organizational constraints such as
precedence relations, bottlenecks, parallel processes, and feedback loops.
Thus, this level is particularly good for visualizing the flow of information;
in other words, it reflects the algorithm or the steps of a complex process or
program. It is this type of analysis that Rasmussen (1986) envisioned for the
general functional level.

However, Rasmussen realized that considerations about the potential
optimality or stability of a particular organization (e.g., whether control
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is hierarchical or distributed) needed to be based on more abstract
considerations (e.g., information or control theory) that would typically be
framed at the computational level. Again, this would involve consideration
of intentions, values, and laws (including physical, social/economic, and sys-
tems). Typically, many different general functional organizations can at least
satisfy the computational level constraints.

For example, consider the current consideration of different ways to man-
age air traffic (the current highly centralized process vs. more distributed
control scenarios, such as free flight). In the current system, many feedback
loops with regard to the flow of traffic are closed only through the air traffic
control centers. In the free flight design, many of these loops would be closed
through individual pilots. Either system could work, but the different orga-
nizations would have clear implications for the types of information display
that pilots would require.

An important motivation for the abstraction hierarchy was Rasmussen’s
concern that human factors considerations were being framed based only on
a horizontal analysis at the general functional level (in which functions were
reduced to subfunctions and sub-subfunctions) without consideration of the
importance for vertical analysis across levels of abstraction to answer ques-
tions about why a specific organization is satisfactory.

3.6 Hardware Implementation

The lowest level of description involves consideration of the actual physi-
cal implementation. Here, the differences between a bird, a fixed-wing air-
craft, or a rotary-wing aircraft become significant. Here, one must consider
details such as the size and shape of a particular wing. In the context of the
Fifteen problem, we can begin to consider things such as whether the mem-
ory function will be carried out via human working memory or via pen and
paper. Further, if it is via pen and paper, will we use lists of numbers, tree
diagrams, or a spatial grid arrangement? In the tracking problem, consider-
ation of the type of control device (e.g., spring-centered joystick, force stick,
or mouse) and of the physical details of the motions of the stick in relation
to the motions on the screen (e.g., stimulus-response compatibility) might be
important considerations.

3.6.1 Physical Function

At the hardware level, Rasmussen’s abstraction hierarchy includes two lev-
els: physical function and physical form. At the level of physical function,
the focus is on the type of system that will accomplish a given function. For
example, for the Fifteen problem, one might consider what type of physical
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system will be used to accomplish the memory function: human working
memory, paper and pen, or a computer. Each system brings in its own con-
straints (e.g., the limits of human working memory).

3.6.2 Physical Form

At the level of physical form, one considers the physical details—for exam-
ple, specifically how information will be arranged on a piece of paper (as
lists of numbers or as a spatial grid). For the tracking/positioning task, the
general physical function might consider the type of control device (spring-
loaded joy stick, pressure stick, or mouse). At the physical form level, the
compatibility relations and the proportionality constants (gains) between
stick motion and cursor states might be important details to consider.

Consider these dimensions from the point of view of the operator in a
power plant control room. Knowledge about the various types of physical
functions (e.g., electrical vs. hydraulic) could have important implications for
thinking about the possible ways that a device might fail. For example, a
hydraulic system with a leak might be expected to fail gradually as the fluid
levels drop. However, an electrical system with a short would be expected
to fail in a discrete, all-or-none fashion. Thus, if a hydraulic system fails sud-
denly without any previous indication of loss of fluid, one might suspect
that the failure might actually be a problem with the electrical sensor. On
the other hand, knowledge about the specific physical form (e.g., the colloca-
tion of hydraulic and electrical systems in a common conduit) may suggest
the possibility of interactions (e.g., a hydraulic leak shorting out an electrical
sensor) that might be difficult to understand unless one knows the physical
details of the plant layout.

Thus, at the hardware implementation level, a situation is described
in terms of the physical details and the constraints associated with those
details. This level provides the most concrete answers to “how” something
works. This level is often best represented in terms of wiring diagrams or
maps that show the spatial arrangement of the distinct physical components
(represented as icons) of the system.

3.7 Putting It All Together

One way of coping with the complexity of the real-life environment is
to change the resolution of one’s considerations when the span of atten-
tion is increased, i.e., to aggregate physical items into higher-level objects
or to integrate patterns of actions into routines controlled by higher
level intentions. Complexity is not an objective feature of a system.
(Rasmussen and Lind 1981)
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The complexity perceived depends upon the resolution applied for the
information search. (Rasmussen 1986, p. 118)

It is perhaps an irony that in order to see the big picture, it is necessary to
partition the larger picture into smaller, more manageable chunks. Yet, at
the end of the day, success in managing the system can often depend on
the ability to put it all back together into a coherent big picture. In a real
sense, it is this ability to construct a coherent picture from multiple chunks
that motivates the construct of situation awareness. In the next chapter, we
will delve much deeper into the aspects of human cognition that constrain
awareness.

However, before we leave the problem of situations, it is essential to con-
sider representation of situations in relation to expert performance. This is
necessary because we are not interested in situations as an ultimate truth,
but rather as a guide to building representations that help people to approach
problems productively. Thus, the goal of our situation analysis is to help
inspire the design of effective representations. And as a first guess about
what an effective representation might look like, it may be useful to think
about how experts represent complex problems.

3.7.1 Abstraction, Aggregation, and Progressive Deepening

Figure 3.5 shows a two-dimensional matrix that crosses Rasmussen’s five
levels of abstraction with five levels of decomposition. Decomposition
reflects the whole-part aggregation of the work domain, or the parsing of the
work domain into finer details. Rasmussen (1986) states that “the whole—part
dimension is necessary for control of the span of attention and continuously
changes the definition of ‘objects’” to consider” (p. 14). Rasmussen used the
combined matrix to illustrate the relation between abstraction and decom-
position as two strategies for managing complexity. In observing expert
troubleshooting, Rasmussen noted that these two strategies (while concep-
tually independent) tend to be at least loosely coupled. That is, experts tend
to shift levels of abstraction and levels of detail together. As they consider
lower levels of abstraction, they tend to bring in finer levels of detail. Thus,
if you plot the reasoning process of an expert during troubleshooting onto
this matrix, you will see that much of the time is spent along the diagonal.
This illustrates a process of progressive deepening that was described by
Duncker (1945).

In this progressive deepening (Duncker 1945), the higher levels of abstrac-
tion provide a context for framing the problem at the next level. For example,
consideration of the general goal or purpose provides the context for focusing
on specific dimensions (e.g., constraints or possibilities) at an abstract level
(which, in turn, directs attention to specific processes or functions related to
those dimensions). This level directs attention to specific components related
to those functions that draw attention to certain locations containing those
components. Even when the troubleshooting is initiated by a detail—for
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This diagram illustrates the varying span of attention of a maintenance technician’s search
for the location of a faulty component in a computer-based instrumentation system and the
different levels of abstraction in representation that he applies. (Adapted with permission
from Rasmussen, J. 1986. Information Processing and Human—Machine Interaction: An Approach to
Cognitive Engineering. New York: Elsevier. All rights reserved.)

example, a piece that is left over after reassembly of a complex machine—it
may be very difficult to understand where the piece fits into the machine
without considering the functional purpose or the functional organization of
the larger system first.

3.7.2 Implications for Work Domain Analyses

In a search for meaning or in a search for understanding of complex situa-
tions, it seems that one needs to be able to navigate through levels of abstrac-
tion and levels of decomposition. Yet, many of the classical approaches to task,
work, and behavior analyses have tended to emphasize decomposition, with
little regard for the benefits of abstraction. For example, in early approaches
to behavioral modeling, researchers broke down global behaviors (e.g., maze
running) into a chain of microgoals. In retrospect, such analyses did little
to improve our understanding of behavior. In fact, little progress was made
until researchers began to consider more abstract functional aspects of per-
formance (e.g., stages of information processing) and abstract constructs like
mental maps.
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Similarly, classical task analyses seem to focus on decomposing behaviors
into finer components at the general functional level (cognitive functions,
subfunctions, and sub-subfunctions). The classical approaches to task analy-
sis tend to be framed exclusively at the algorithmic level of abstraction, with
little consideration of the more abstract computational constraints (e.g., val-
ues and process dynamic constraints) that shape performance. A risk of such
representations is that fundamental computational dimensions of the prob-
lem can be overlooked.

Another problem of classical task analysis is that it tends to focus exclu-
sively on behavior or activities in existing systems. This perspective will
always be biased because the activities are organized around the current
tools and the current representations. It is very unlikely that a description
of the activities in the Fifteen problem would inspire designers to consider
the spatial representation of Tic-Tac-Toe. Rather, they are more likely to
consider ways to support verbal memory and mental computations (i.e., the
activities demanded by the verbal representation). Innovation in interface
design will often require consideration of the problem to be solved inde-
pendently from the activities associated with conventional tools, processes,
or interfaces.

This illustrates a potential danger of user-centered approaches to work
design. The skills of users are often organized around conventional inter-
faces; thus, it is difficult for them to envision alternative approaches and
they typically will initially resist change from the interfaces that they have
become adapted to even when there is clear evidence in favor of more effec-
tive interfaces. Although we are not recommending that the user’s prefer-
ences be ignored, we are suggesting that it is important also to consider a
“use-centered” or “problem-centered” perspective (Flach and Dominguez
1995) so that the user’s preferences can be balanced against the demands of
the tasks and the opportunities offered by new technologies.

Figure 3.6 illustrates how a process of work analysis might address multiple
levels of abstraction in a way that reflects the productive thinking of experts (a
la Figure 3.5). To understand the rationale about why something is done, one
moves to higher (more abstract) levels of analysis. To explore how something
can be accomplished, one moves to lower (more concrete) levels of analysis.
Exploration along the diagonal of this abstraction—decomposition space may
be essential for understanding the meaningful aspects of a situation.

3.7.3 Summary
Thus, we would like to offer the following claims:
® Productive thinking about situations involves a kind of progressive
deepening in which concrete details are illuminated in the context

of more abstract organizational, functional, and purposeful proper-
ties of the larger situation.
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This figure illustrates work analysis as a process of exploring across levels of abstraction and
decomposition. The diagonal pattern suggests that more detail becomes important at more
concrete levels of analysis.

¢ A prerequisite for the design of good representations is a work anal-
ysis process that provides insights into the couplings across levels of
abstraction and decomposition.

* Good representations leverage the loose coupling between levels of
abstraction and decomposition to organize detailed information in
ways that reflect constraints at higher levels of abstraction.

An excellent example of an interface that explicitly represents the cou-
plings across levels of abstraction is the P + F interface that Vicente (1991,
1992, 1999) designed for DURESS IL In this feedwater control task, the P +
F interface explicitly links output goals through abstract functional con-
straints (i.e., mass and energy balance) and general functional constraints
(e.g., valves and reservoirs) to help operators to see the situation in light of
the computational constraints. This representation has been shown to sup-
port productive thinking with regard to both process control and fault diag-
nosis (Pawlak and Vicente 1996).

Another example where there was an explicit attempt to integrate compu-
tational constraints into a display representation is Beltracchi’s (1987, 1989)
use of a Rankine cycle diagram to show the pressure—temperature—entropy
relations in a power plant control system. Both Vicente’s and Beltracchi’s dis-
plays combine aspects of a spatial flow diagram to show input-output rela-
tions with more abstract configural geometries to highlight relations across
levels of abstraction. In a later chapter, we will illustrate how abstract energy
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relations can be integrated into a landing display to help explicate specific
control functions to enhance situation awareness for landing.

3.8 Conclusion

The goal of this chapter was to draw attention to the challenge of mod-
eling situations. Without a good model of a situation, it is unlikely that
it will be possible to develop representations that will enhance aware-
ness or performance relative to that situation. In order to enhance per-
formance, a representation must have a correspondence with meaningful
dimensions of the situation. This is the goal of cognitive work analysis: to
model work situations.

Vicente (1999) provides a comprehensive approach to cognitive work
analysis that is most compatible with our approach to display design. A key
component of this approach is Rasmussen’s (1986) abstraction hierarchy—an
analytical tool to model important categories of information, as well as the
inherent relationships between these categories. This model then provides
us with a description of the informational content (and relations) that need
to be made apparent in the interface. The ultimate challenge represented in
the aggregation hierarchy is to provide a description of information in terms
of parts/wholes (or chunks) in a way that will allow the agent flexibility to
control the grain of resolution and the span of attention in ways that lead to
productive thinking about complex problems.

The bottom line is that our ability to design effective representations (i.e.,
representations that support good situation awareness) depends both on our
theories of awareness and our theories of situations. While a good theory of
the situation is necessary to ensure correspondence with the work or prob-
lem situation, it is not sufficient to ensure good situation awareness. In addi-
tion, the representation must be coherent or comprehendible. This brings us
to questions of awareness that will be addressed in the next chapter.

To conclude, it is important to note that the abstraction hierarchy is not the
answer to this situation or work analysis problem. Rather, it is a challenge for
researchers to take the complexity of situations seriously and a way to frame
questions about situations. It is a guideline about how to search for meaning
or for the deep structure of a problem and it is a caution that no single level
of description is likely to capture the full complexity of most work domains.
Once again, we want to emphasize that this search will be iterative with
our attempts to design more effective interfaces. At the same time that our
work analysis, guided by the abstraction hierarchy, will inspire the design
of more effective interfaces, the design of more effective interfaces will offer
new insights into the work domain.
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Finally, let us reconsider the two forms of the Fifteen/Tic-Tac-Toe problem
presented in this chapter. The verbal representation presented first is not as
effective as the spatial representation presented second. Why not? To answer
this question, it is necessary to consider both the problem (e.g., the goals and
rules of the game) and the capabilities of the person (or other agent) that must
solve the problem. But it is important to understand that these are not inde-
pendent questions because, as we argued in Chapter 2, we are dealing with a
single ontology of experience rather than two independent ontologies—one
of mind and one of matter.

In this chapter we have focused on the situation constraints, but we have
considered these constraints in light of the demands on productive think-
ing. In the next chapter, we will consider the constraints on awareness, but
again, it will be in light of demands for productive thinking about situa-
tions. Our ultimate goal is to find ways to partition problems that make
the dimensions that are significant in relation to the situation demands
salient in relation to the agent’s awareness. Our ultimate goal is to build
representations that enhance situation awareness and that enhance the
quality of experience.
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4

The Dynamics of Awareness

4.1 Introduction

The opening quote is from George Miller’s classic paper, “The Magical
Number Seven, Plus or Minus Two: Some Limits on Our Capacity for
Processing Information.” Miller’s work is typically cited as key evidence
about the limits of human information processing (in particular, working
memory). However, if you read the original paper carefully, a major insight
is that due to the human’s capacity to recode information, there is no effective

It is a little dramatic to watch a person get 40 binary digits in a row
and then repeat them back without error. However, if you think of this
merely as a mnemonic trick for extending the memory span, you will
miss the more important point that is implicit in nearly all such mne-
monic devices. The point is that recoding is an extremely powerful
weapon for increasing the amount of information that we can deal with.
In one form or another we use recoding constantly in our daily behavior.
(Miller 1956, pp. 94-95)

Acquired skill can allow experts to circumvent basic capacity limits of
short-term memory and of the speed of basic reactions, making potential
basic limits irrelevant ... the critical mechanisms [that mediate expert
performance] reflect complex, domain-specific cognitive structures and
skills that performers have acquired over extended periods of time.
Hence, individuals do not achieve expert performance by gradually
refining and extrapolating the performance they exhibited before start-
ing to practice but instead by restructuring the performance and acquir-
ing new methods and skills. (Ericsson and Charness 1994, p. 731)

To reach a proper human—-computer cooperation it will be necessary
to study ... strategies that are actually used by operators in different
situations ... Furthermore, it is very important to analyze the subjective
preferences and performance criteria that guide an operator’s choice of
strategy in a specific situation. Unless these criteria are known, it will
not be possible to predict the strategy that an operator will choose, faced
with a specific interface design. (Rasmussen 1986, p. 25)

information limit to working memory.
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Yes, working memory is limited to about seven chunks, but “the span of
immediate memory seems to be almost independent of the number of bits
per chunk, at least over the range that has been examined to date” (Miller
1956, p. 93). He continues that “by organizing the stimulus input simultane-
ously into several dimensions and successively into a sequence of chunks,
we manage to break (or at least stretch) this informational bottleneck” (p. 95).
The performance he is describing is the performance of Sidney Smith, who
trained himself to recode five binary digits into single chunks (e.g., 10100 =
20). With this encoding, strings of about 40 binary digits were within the
five- to nine-chunk capacity of working memory.

4.1.1 Zeroing In as a Form of Abduction

The second quote from Ericsson and Charness (1994) amplifies Miller’s insight
based on an extensive review of the literature on expertise. They observe that
the ability of experts to organize information in ways that reflect the deep
structure of their particular domains of expertise allows them to effectively
bypass the information processing limits that are typically seen with novices
or with context-free experimental tasks.

The work of de Groot (1965) and Chase and Simon (1973a, 1973b) in the
domain of chess has set the stage for much of this research. For example,
the principal difference between stronger and weaker chess players that de
Groot observed was the ability of experts to grasp the situation quickly so
that the first options that they considered turn out to be among the best
choices. De Groot (1965) writes that “within the very first five to ten seconds,
the master subject is apt to have more relevant information about the posi-
tion available to him than the lesser player can accumulate in, say, a quarter
of an hour of analysis” (p. 324). Dreyfus (1992) uses the term “zeroing in” to
characterize this ability of experts to assess complex situations quickly in
order to make smart decisions. He contrasts this with more deliberate search
processes that work systematically through the possibilities—“counting
out.” He writes:

The human player whose protocol we are examining is not aware of
having explicitly considered or explicitly excluded from consideration
any of the hundreds of possibilities that would have had to have been
enumerated in order to arrive at a particular relevant area of the board
by counting out. Nonetheless, the specific portion of the board which
finally attracts the subject’s attention depends on the overall position. To
understand how this is possible, we must consider what William James
has called “the fringes of consciousness”; the ticking of a clock which we
notice only if it stops provides a simple example of this sort of marginal
awareness. Our vague awareness of the faces in a crowd when we search
for a friend is another, more complex and more nearly appropriate, case.
(p- 103)
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Reynolds (1982) provides some insights into the zeroing-in process based on
studies of the eye movements of chess players (Tikhomirov and Poznyanskaya
1966) and a reanalysis of some of de Groot’s verbal protocols. These studies
show that weaker players tend to focus attention based on the distribution of
pieces, but that stronger players tend to focus attention based on the distribu-
tion of spaces affected by those pieces. Reynolds (1982) concludes:

The reanalysis of de Groot’s protocols indicates that master and grand-
master chess players direct their attention to a different area of the board
from that of players of lesser expertise. While the beginning tournament
player is captivated by configurations of black and white pieces of wood,
the masters and grandmasters center their attention on those squares
affected by the pieces. (p. 391)

It is tempting to hypothesize, given our discussion of the levels of abstrac-
tion in Chapter 3, that the attention of the experts is guided by more abstract
constraints (e.g., a kind of functional center of mass), whereas the attention
of less skilled players tends to be captured by more concrete properties of
the situation. We suggest that this may be an important hint about how to
integrate our analyses of situations together with intuitions about awareness
into a more comprehensive understanding of situation awareness. This idea
will be expanded in the ensuing discussion.

The opening quote from Rasmussen is a challenge to generalize the
insights from basic research on expertise to the problems encountered in
work domains. Klein’s (1993) work on naturalistic decision making is an
important step toward meeting this challenge. In describing the evolution of
his recognition-primed decision (RPD) model, Klein’s observations are very
similar to de Groot’s observations regarding experts and their ability to zero
in quickly on the best option:

The RPD model was developed to describe how people can make good
decisions without ever comparing options. The initial studies were done
with fireground commanders. We expected that they would use their
experience to cut down the number of options they compared, maybe
just looking at two. We were wrong—they insisted that they hardly ever
compared options. (p. 32)

Klein’s RPD model includes two major components (see also Chapter 7).
The first component, situation assessment, reflects the ability of practitioners
to zero in quickly on the situation and to choose a single course of action
that often leads to a satisfactory solution. The second component involves an
evaluation of the course of action. However, this evaluation does not involve
comparisons with other options, but rather a kind of mental simulation in
which the course of action is mentally played out in an attempt to discover
any potential difficulties. This is a kind of counting out and a similar process
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can be seen in the protocols of chess players (e.g., Dreyfus 1992). But the
deliberate evaluation is concentrated on a single option, rather than across a
full set of options, greatly reducing the computational load.

In our view, this process matches well with Peirce’s (1931-1935) intuitions
about the nature of human rationality as a closed-loop, abductive process. In
Peirce’s language, the first component is the generation of a good hypothesis
by experts that is based on a quick assessment of the situation. The second
component is a test of the hypothesis to close the loop and provide feedback.
In a situation where there is high risk, the loop might first be closed through
mental simulations in an attempt to anticipate potential problems that might
possibly lead to rejection of this option. In less risky situations, we posit
that the evaluative component may not involve mental simulation, but may
involve acting on the choice to directly test the hypothesis. We further sug-
gest that this closed-loop, abductive process is fundamental to the dynamics
of human rationality.

4.1.2 Chunking of Domain Structure

The clearest empirical evidence about the qualitative differences across levels
of expertise in chess are de Groot’s (1965) observations, confirmed by Chase
and Simon (1973b), that expert chess players are able to remember more infor-
mation when presented with a meaningful configuration taken from a chess
game for a brief period (on the order of a few seconds). These observations
bring us naturally back to Miller’s observations about recoding or chunking.
It seems apparent that more experienced chess players are better able to inte-
grate multiple bits of information (or chess pieces) into larger coherent pat-
terns or chunks, thus effectively extending the limits of working memory.

Chase and Simon included an important control condition. They showed
that the advantage in remembering the placement of pieces was reduced (if
not completely eliminated) when the configurations were random arrange-
ments of pieces. Thus, it seems clear that the ability to extend the limits to
working memory depends in part on the coherent structure of the game of
chess that is eliminated in the random configurations.

This inference is strengthened by an experiment reported by Reynolds
(1982), who created three random arrangements that were systematically
constrained with respect to the proximity of the pieces to a functional center
of mass. The differences across skill levels increased as the configurations
became more constrained relative to this functional center, with no differ-
ences at the low-proximity condition and a more than two to one advantage
for the highest class players over the others in the high-proximity condition.
Again, this suggests that the improved performance is somehow linked to
functional properties of the chess problem.

One hypothesis to explain the improved expert performance in these
experiments is that they have a large bank of stored patterns that they can
use to help recognize situations and chunk information. For example, it has
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been estimated that a master chess player would require storage of some
50,000 chess configurations (Simon and Gilmartin 1973). However, Vicente
and Wang (1998) offer an alternative explanation. They suggest that the abil-
ity of experts is based on their experience with the constraints of the prob-
lem, as might be characterized in an abstraction hierarchy. The idea is that
the knowledge of the expert is not a collection of memorized patterns, but
rather an implicit model of the domain constraints. These might include rec-
ognizing the intention of an opponent (functional purpose level); identify-
ing offensive and defensive strengths and weaknesses related to functional
centers of mass (abstract function); identifying patterns related to distinct
processing stages, such as a generic opening (general function); etc.

The general hypothesis of Vicente and Wang (1998), which we share, is that
experts are more effectively tuned to the higher, more abstract levels of con-
straint than less experienced players are. It is their knowledge of these con-
straints that allows experts to chunk information into functionally relevant
patterns, and thus to zero in quickly on good options. And it is the violation of
these constraints in the random conditions that evens the playing field between
experts and novices. Thus, the ability to bypass inherent information process-
ing limitations is tied to the structure of the situation. In this sense, expertise is
the ability to utilize the natural constraints of situations to recode or chunk the
stimuli in ways that enhance situation awareness and that effectively reduce
the computational complexity related to the search for good solutions.

The hypothesis that experts are tuning in to constraints at higher levels of
abstraction than those available to people with less experience is consistent
with the literature on expertise. For example Chi, Feltovich, and Glasser (1981)
conclude from their observations of differences in how novices and experts
approach physics problems that novices respond to the surface features of a
problem while experts respond to its deep structure. Rasmussen’s abstraction
hierarchy provides an explicit, a priori way to differentiate “deep” structure
(e.g., more abstract constraints related to intentions, physical laws, and legal
properties of a situation) from “surface” structure (e.g., more concrete con-
straints associated with physical properties of a situation). Clearly, it takes
experience with a domain to discover the more abstract constraints. But once
they are discovered, dividends can be reaped with regard to computational
efficiencies.

4.1.3 Implications for Interface Design

The challenge is how to integrate these intuitions about the qualitative dif-
ferences between novices and experts into an explicit model of human infor-
mation processing or awareness. This will be addressed in the next section
of this chapter. However, before moving on to a model for awareness, let us
take a few moments to highlight what we believe are important implications
for the major theme of this book—interface design. In our view, the ultimate
goal of interface design is to support or enhance human performance. In
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other words, a good interface is one that helps the people using it to perform
more like experts.

Extrapolating further, then, a good interface is one that helps people to
see the deep structure and to utilize that structure in ways that improve the
efficiency of processing information. Thus, a good interface is one that makes the
domain or situation constraints (at all levels of abstraction) salient. A good inter-
face is one that helps to externalize or make explicit the implicit representations that
experts use to make fast, frugal, smart decisions. The coherence in these internal rep-
resentations of experts has its ultimate source in the inherent correspondence with
constraints of the situations themselves.

4.2 A Model of Information Processing

Figure 4.1 shows a conventional model of human information processing. This
model includes a set of logical information processing stages through which an
input stimulus is successively transformed into a percept, a concept, a decision,
and, eventually, a behavior. This model may or may not include a feedback loop.
However, even when the feedback loop is included, there has been a tendency
to treat each stage in this process as an independent component of an open-
loop communication channel. Many researchers in the information process-
ing tradition have tended to focus on a specific stage of this process and have
tended to study that stage in isolation from other stages. Thus, one researcher
studies perception, another studies memory, another studies decision making,
and still another studies motor control. For each stage, one might ask:

e How is information coded?
e How much information can be stored?

e How long does processing take?

Stllmu]us Evaluate
nput
Activatio Observe —>»| Identify |—| Interpret —| Define Task —3>| Formulate —>| Execute
Procedure
A

Response
Output

FIGURE 4.1

This figure shows the conventional model of cognition as an information communication
channel.
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Researchers who study attention have tried to localize the “bottleneck” or
“resource limits” to specific stages in the process. Is the constraint localized
early or late in the process? Do specific stages draw on a common resource or
on multiple resources? With regard to the overall dynamic, there is at least an
implicit assumption that each stage is a necessary component of the whole
process, although the contributions (e.g., processing time) may depend on the
specific nature of the input to the specific stage. Further, there is the assump-
tion that the dynamics of the individual stages will add up to provide insight
into the overall dynamic.

4.2.1 Decision Ladder: Shortcuts in Information Processing

To make sense of his observations of expert electronic troubleshooting,
Rasmussen (1986) took the conventional model of information processing
stages (Figure 4.1) and folded it in a way that suggests how the information
process itself can be parsed in terms of depth of processing (or, alternatively,
levels of abstraction). Figure 4.2 illustrates the relation between Rasmussen’s
decision ladder and the more conventional communication channel model.

Figure 4.3 provides a more complete representation of Rasmussen’s deci-
sion ladder. In the complete model, Rasmussen shows both information
processes (the rectangles in Figure 4.3) and the states of knowledge that are
the product of these processes (the circles in Figure 4.3). A key insight that
suggested this decision ladder was Rasmussen’s discovery that the thought
processes of the experts were characterized by associative leaps from one
state of knowledge to another (the dashed lines in Figure 4.3). Rasmussen
(1986) wrote:

Immediate associations may lead directly from one state of knowledge
to the next. Such direct associations between states of knowledge is the
typical process in familiar situations and leads to very efficient bypass-
ing of low-capacity, higher-level processes. Such associations do not fol-
low logical rules; they are based on prior experience and can connect all
categories of “states of knowledge.” (p. 69)

By folding the model, it was easier for Rasmussen to illustrate these asso-
ciative leaps as shortcuts from one knowledge state to another. For example,
an observation (e.g., a printer will not turn on) might not lead to a detailed
causal analysis, but it might stimulate a memory from this morning when
you forgot to plug in the coffee pot, thus, triggering a simple task (e.g., check
the power source to see if it is plugged in). Note that the task was not trig-
gered by an analytic process of interpreting the situation, evaluating mul-
tiple possible causes, and systematically eliminating those possibilities.

Rather, in this particular case it was driven by an automatic association
with a rather serendipitous event. If the morning had been different, the first
hypothesis to come to mind might have been different. (For example, the
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Formulate Procedure:
plan sequence of
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of need for action [ - manipulations

FIGURE 4.2
The evolution from the classical information channel model toward Rasmussen’s decision lad-

der model.

printer is broken. Have you ever called the technician to fix a broken piece of
equipment, only to have him come in and discover that it is unplugged?) But
even if this were the first hypothesis, it might have resulted from a different
process—perhaps based on a more logical evaluation of possible causes. The
key point is that there are many paths through the cognitive system.
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FIGURE 4.3

Rasmussen’s (1980) decision ladder. (Adapted with permission from Rasmussen, J. 1980. In
Human Interaction with Computers, ed. H. T. Smith and T. R. G. Green. London: Academic Press.
All rights reserved.)
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The shunts or shortcuts shown in Figure 4.3 illustrate just some of the many
possible associations between knowledge states. In principle, Rasmussenreal-
ized that any knowledge state can be associated with any other and, further,
that these associations can go in any direction (e.g., in the process of formu-
lating or mentally simulating a procedure, an observation may become more
salient or a hypothesis about the system state might be triggered). Thus, the
decision ladder models the cognitive process as a richly connected associa-
tive network, rather than as a multistage communication channel.

Another important aspect of the decision ladder is that the higher pro-
cesses (e.g., interpreting and evaluating) are the most demanding from a
computational point of view. In other words, the higher processes represent
the processing bottleneck. Thus, the shortcuts across the decision ladder
represent specific hypotheses about how experts can bypass the limita-
tions typically associated with human information processing. The general
hypothesis is that, due to their extensive experience, experts have developed
many associations that provide them with opportunities to bypass the inten-
sive counting-out processes associated with the higher processes in the deci-
sion ladder. These associations allow experts to “recognize” solutions rather
than analytically interpreting the situation and evaluating options (activities
that are necessary for novices, who have not learned the shortcuts yet).

This idea that human cognition involves the use of shortcuts is not unique
to the expertise literature or to Rasmussen. In fact, this intuition is quite per-
vasive. However, it may not be easy to appreciate since the terms used to
frame this intuition can be different depending on the research context. In
the following sections, we will consider three different constructs not typi-
cally associated with the decision ladder that we believe serve to confirm
Rasmussen’s intuitions and the value of the decision ladder as a general
model for human awareness. These constructs are (1) automatic processing,
(2) direct perception, and (3) heuristic decision making.

4.3 Automatic Processing

One contemporary composer has said that before a professional musician
feels ready to give a solo performance, there must be sufficient training
that one can enter the “mindless state.” That is, it is necessary to practice
so much, to know the entire situation so well, that the actions rattle off
effortlessly without conscious awareness. During a public performance,
it is essential that if the mind panics or wanders, perhaps burdened with
concern about the reaction of the audience, “the fingers will go on in
their mindless way, playing their part until finally the mind can come
back to the piece.” The “mindless” state of performance is what could be
called “automatization”—the automatic, unconscious performance of a
skill. (Norman 1969, p. 201)
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Probably everyone has experienced the mindless state described in this
quote from Norman at one time or another. For example, when you react
to an emergency situation when driving, you feel that your feet are already
reaching for the brake before you have had a chance to think or decide what
to do. In these situations, it seems as though the typical information process-
ing stages are bypassed and the correct response is evoked reflexively or
automatically without any conscious assessment of the situation. In some cir-
cumstances, this automatic response is necessary for success—that is, there
is no time to think; any significant delay would result in a catastrophe.

Schneider and Shiffrin (1977) were able to create an experimental situation
that produced this type of “mindless” or automatic behavior in the labora-
tory. They used a combination of visual and memory search. Participants
were given a set of target characters (e.g., the letters R, T, U, S) to store in short-
term memory. They were then presented a display that contained another set
of letters (e.g., X, V, U, B). The participants were then to respond as quickly
as possible to indicate whether one of the target characters was present in
the visual display. Thus, in this instance, the correct response would be yes.
In addition, they manipulated the relation between the target characters
(potential memory set items) and the distracter characters (characters in the
display that were not targets).

4.3.1 Varied and Consistent Mappings

In a varied mapping condition, targets on one trial could be distracters on another
trial. That is, targets and distracters were drawn from a common set of char-
acters. Thus, referring back to our example, X, V, or B, which are distracters on
the sample trial, might be targets on a later trial, and R, T, U, or S, which are
targets on this trial, may appear as distracters on a later trial. In a consistent
mapping condition, targets and distracters were drawn from disjoint sets; that
is, a target element would never be a distracter. Again, in terms of our exam-
ple, X, V, and B could never be used as a target on future trials and R, T, U, and
S could never be used as distracters on future trials. The number of items in
the memory set and the number of items in the display were also varied.

4.3.2 Two Modes of Processing

Early in practice in this task, regardless of whether the mapping was consis-
tent or varied, the time to detect a target was an increasing function of the
number of comparisons between items in memory (M) and items in the dis-
play (D) (RT o< M x D). This suggests a kind of counting-out process in which
each of the memory items is exhaustively compared to each of the display
items to test for a match. Schneider and Shiffrin (1977) called this controlled
processing and noted that it “requires attention, uses up short-term capacity,
and is often serial in nature ... . In search, attention, and detection tasks,
controlled processing usually takes the form of a serial comparison process
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at a limited rate” (pp. 51-52). In the varied mapping condition, this pattern
persisted relatively unchanged despite extensive practice.

However, a very different pattern of performance emerged in the consis-
tent mapping condition with extensive practice. Detection time eventually
became independent of the number of items in memory or the display, so
search for one of four memory items among four display items did not take
significantly longer than search for one target item in a display of one item.
The participants reported that after extensive practice, the consistent targets
would “pop out” of the display, so it became unnecessary to search through
either memory or the display. Schneider and Shiffrin (1977) hypothesized
that this performance was evidence for a distinctly different process that
they called automatic processing:

[Automatic processing] is triggered by appropriate inputs, and then
operates independently of the subject’s control ... [they] do not require
attention, though they may attract it if training is appropriate, and they
do not use up short-term memory capacity ... . In search, detection, and
attention tasks, automatic detection develops when stimuli are consis-
tently mapped to responses; then the targets develop the ability to attract
attention and initiate responses automatically, immediately, and regard-
less of other inputs or memory load. (p. 51)

4.3.3 Relationship to Decision Ladder

Let us consider these two distinct styles of processing (controlled vs. auto-
matic) in light of Rasmussen’s decision ladder. We propose that controlled
processing reflects a process that involves the higher levels in this model.
The conscious, deliberate comparison process involves higher stages such
as identification, interpretation, and evaluation. On the other hand, auto-
matic processing reflects a direct link between lower stages in the process—
perhaps even a direct link from activation to response—thus bypassing the
more demanding higher stages of processing.

However, the important question is what characteristic of the consistent
mapping condition allows this processing efficiency (i.e., this associative
leap, this shortcut) to occur. We believe this reflects our inherent ability to
utilize structure or constraints in situations. We hope it is obvious that the
consistent mapping condition imposes a significantly different constraint on
performance relative to the varied mapping condition. We believe that auto-
matic processing reflects the ability of the participants to use this constraint
to minimize processing demands.

Note that this constraint is discovered (at least implicitly) by the partici-
pants as a result of experience over many trials. This is why it takes time
for the automatic processing to develop. It is also very likely that conscious
knowledge of the consistency is neither necessary nor sufficient to enable
the associative leap. It seems that the only way to Carnegie Hall is practice,
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practice, practice. It takes many repetitions to develop the associations that
underlie the “mindless” state characteristic of automatic processes.

This seems to be at the heart of Zen approaches to skilled behaviors such as
swordsmanship and archery. Practitioners are subject to endless repetitions
until they can achieve a “no mind” state where they do not concentrate to make
the arrow hit the target, but rather empty their mind in order to let the arrow
hit the target. In terms of the decision ladder, they practice until the higher
aspects of information processing (the mind?) get out of the way of success.

Itis also important to note that under the varied mapping condition, despite
extensive practice, automatic processing never develops. In some sense, this
may be the most surprising result from the Schneider and Shiffrin (1977)
experiments. In everyday life, we are familiar with the qualitative shifts that
occur as the result of extensive practice. It seems that in the varied mapping
condition, a perverse situation has been created where experience offers little
benefit. It is tempting to conclude that some degree of consistency is essential
for skill to develop.

4.3.4 Implications for Interface Design

What is the lesson for those interested in designing interfaces to facilitate the
development of expert performance or to enhance situation awareness? One
simple lesson is that consistency will play an important role in helping peo-
ple to bypass information processing limits. When possible, displays should
be designed to achieve a consistent mapping. That is, those aspects of the
work situation that are targets or signals should be represented in a way that
is consistently distinct from aspects of the work situation that are distracters
or noise. Further, the mapping between targets, displays states, and the desirable
responses should be consistent. However, take heed of Emerson’s (1841) caution:
“A foolish consistency is the hobgoblin of little minds.” The challenge is to
discern what consistencies will serve the goal of expert performance and
what consistencies will lead us down the garden path to foolishness. We will
revisit this point later.

Finally, along with Emerson’s caution, it is important to be aware that auto-
matic processes have a cost. For example, some of the participants in the
Schneider and Shiffrin experiment reported that, after a time, the consis-
tently mapped target letters would sometimes leap out at them from pages
of books—outside the experimental context. That is, the automatic processes
could interfere in contexts where the consistent mapping was not relevant to
the performance goals.

Norman (1981) describes a class of action slips that occur when “schemas
not part of a current action sequence become activated for extraneous rea-
sons, then become triggered and lead to slips” (p. 6, Table 1). Two classes
of these slips are “capture” errors and unintended activation. In both situa-
tions, an association with a well-learned motor sequence (or habit) or with
an external stimulus captures attention away from the intended goal. For
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example, a driver who normally drives a car with manual transmission may
automatically reach for the clutch when driving a rental car with an auto-
matic transmission. In this instance, the well-learned habit automatically
captures behavior.

Norman offers the classic Stroop task to illustrate unintended activation. In
one version of this task, the participant is presented strings of characters (e.g.,
2,11, 444, 3333) and is asked to respond with the number of items in the string.
This requires that the participant ignore the characters, which are numbers
that are different from the string counts. This can be surprisingly difficult
because the associations with the character names will tend to capture atten-
tion automatically. Thus, another consideration in the design of interfaces is
to avoid consistencies that may evoke counterproductive action sequences or
that may divert attention to attributes that are unrelated to the system goals.

4.4 Direct Perception

Consistency is the key issue in generalizing the insights of Schneider and
Shiffrin (1977) to performance in tasks other than the visual and memory
search tasks. That is, when we see performance in natural contexts that
seems to bypass information limitations and that seems automatic, we
should expect to find consistent mappings. So, what are the consistent map-
pings for the pianist that allow her to achieve the mindless state needed
for a flawless performance under what can be stressful conditions? There
is the consistent layout of the keyboard. But there are also more subtle con-
sistencies associated with music. Music is not a random sequence of notes;
rather, it typically reflects constrained choices that are associated with par-
ticular scales. Practicing these scales so that they become automatic can be
a significant part of music training. Note that it is the constraints associ-
ated with these scales (e.g., the blues scale) that allow musicians to jam and
to improvise without getting totally lost in the possibilities.

This is where music theory may be important: It describes the constraints
that underlie different forms of music. Musical performance skill may not
require that the musician have a conscious awareness of music theory.
However, we hypothesize that the music theory may be critical to the human
performance researcher who wants to explain the musician’s skill because
the music theory will help her to understand the constraints (consistent map-
pings) that make the skill possible.

4.4.1 Invariance as a Form of Consistent Mapping

What about more mundane situations where humans and animals seem to
do the right thing (e.g., walking through a cluttered environment without
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bumping into things) automatically (i.e., with little conscious awareness)?
Are there consistencies that support these smooth, coordinated (one might
say, expert) actions? Gibson’s (1979) theory of direct perception is based on
the assumption that there are indeed consistent mappings (in his terms,
invariance) that underlie the abilities of animals to move skillfully through
the environment. In particular, Gibson was interested in how people and
animals use visual information to move through their environments skill-
fully (Gibson 1958/1982).

As Gibson studied this problem, he began to discover consistent mappings
associated with visual optics. All of us have been introduced to the laws of
perspective in grade school art classes. We learned that parallel lines in a
three-dimensional world will project as lines that converge as they approach
the optical horizon when depicted on a two-dimensional picture plane.
Perhaps you also learned that the angle of convergence will depend in part
on the height of the observation point. If the observation point is lower to the
ground, the inside angle will be wider (Figure 4.4a) than if the observation
point is higher above the ground (Figure 4.4b).

Now imagine what would happen if you moved an eye (or a camera)
smoothly from a higher point to a lower point (e.g., from Figure 4.4b to Figure
4.4a): You would see a specific optical transformation in which the angles
would splay out at a rate that increased as the distance to the surface was
closed. This optical transformation is lawful. That s, there is a consistent map-
ping between motion over the surface and the optical transformations associ-
ated with those motions—mappings that can be described using differential
geometry (e.g., see Gibson, Olum, and Rosenblatt 1955; Flach and Warren 1995).
In fact, these lawful properties are what allow computer game and virtual
reality designers to simulate motion on computer screens. The transforma-
tions on the screen are a two-dimensional projection that corresponds invari-
antly with specific motions over a specific three-dimensional surface.

Lower Higher

(a) (b)

FIGURE 4.4
Parallel lines on the ground will be seen as converging lines in a picture plane. The angles of
projection will become more acute as the point of observation is moved to a higher point.
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4.4.2 Perception and the Role of Inferential Processes

The radical aspect of Gibson’s theory was the postulate of direct perception.
Conventionally, perception has been conceived to involve higher mental pro-
cesses that must compute an image of the world from a collection of largely
ambiguous cues together with knowledge (e.g., assumption of size constancy)
about the world. Thus, perception is considered to be an inferential process,
which would imply involvement of the higher levels in the decision ladder.

However, Gibson proposed that animals could take advantage of the
invariant optical relations to effectively bypass the higher levels of process-
ing. They could form direct associations between the optical invariants and
the actions without the need for mediation via an internal inferential model
of the world. The development of these direct associations would in many
ways be similar to the development of automatic processing described by
Schneider and Shiffrin (1977).

Gibson (1958/1982) described how the invariant optical relations could
allow direct control of motion through simple control processes that oper-
ated directly on properties of the two-dimensional projection, without the
need of an inverse model to reconstruct the three-dimensional world. Here
is Gibson'’s description of steering and aiming:

The center of the flow pattern during forward movement of the animal is
the direction of movement. More exactly, the part of the structure of the
array from which the flow radiates corresponds to that part of the solid
environment toward which he is moving. If the direction of his movement
changes, the center of flow shifts across the array, that is, the flow becomes
centered on another element of the array corresponding to another part of
the solid environment. The animal can thus, as we would say, “see where
he is going.” The act of turning or steering is, therefore, a visual as well
as a muscular event. To turn in a certain direction is to shift the center of
flow in that direction relative to the fixed structure of the optic array. The
amount of turn is exactly correlated with the angular degree of shift. The
behavior of aiming at a goal object can now be specified ... . To aim loco-
motion at an object is to keep the center of flow of the optic array as close
as possible to the form which the object projects. (p. 155)

At the time that Gibson formulated his theory of direct perception, it was
very difficult to manipulate optical structure dynamically and to measure
the behavioral consequences in order to test his hypotheses empirically.
However, with advances in graphical displays and virtual reality, we now
have a fairly large body of empirical research to support Gibson’s hypoth-
eses (e.g., Flach and Warren 1995). It seems clear that people are able to
utilize the geometric properties of optical arrays to minimize computa-
tional demands and to enhance skilled interactions with their environ-
ment. When we consider this work in light of the decision ladder, what
Gibson called direct perception would reflect people’s ability to discover
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associations between optical invariants and movement control. This
would allow direct associations between the visual stimulation (e.g., the
point of radial outflow) and the appropriate action (e.g., turning to follow
moving prey).

Note that in the academic debate between conventional perceptual psy-
chologists and Gibsonians, people have tended toward two extreme posi-
tions. The conventional view is that higher computations are a necessary
part of every perception; the extreme Gibsonian view is that higher compu-
tations are never involved in perception. The decision ladder offers a middle
ground. This model allows for both direct associations (for those situations
where there are consistent mappings/invariants relevant to the functional
goals) and the involvement of higher computational/inferential processes
(for those situations where the mappings are less consistent or where the
consistencies have not yet been learned).

The idea of global invariants (specifying relations) as the basis for skilled
action was a very important heuristic to help free behavioral researchers from
an almost exclusive focus on illusions and failures of perception that pro-
vided little insight into human skill. However, there is increasing evidence
that people are very opportunistic in their ability to use either global or local
constraints (nonspecifying variables). Jacobs, Runeson, and Michaels (2001)
write:

Specifying relations granted by global constraints (e.g., natural laws)
might seem more useful for perceiver-actors than those granted by local
constraints ... . Because they allow accurate performance in a wider range
of task ecologies. One might expect observers always to take advantage
of the existence of global constraints. However, the present results sug-
gest that observers merely search for variables that are useful in the ecol-
ogy encountered in practice.

The variables observers come to detect after practice often appear to be
the more useful nonspecifying variables. Whether observers ultimately
move on to the use of specifying variables seems to depend on particu-
lar characteristics of the stimulus set. To the extent that nonspecifying
variables happen to correlate highly with the property to be perceived,
perceivers seem to become trapped in a local minimum. Thus, great care
must be taken in the selection of a stimulus set; otherwise, what may
appear to be global cognitive principles can, in fact, be local solutions to
local problems. (pp. 1034-1035)

There seems to be a natural efficiency (or laziness) in which people gravi-
tate toward the simplest solution that satisfies their local functional goals. They
utilize any associations that work; some of the illusions and errors in the per-
ceptual literature might best be understood as being similar to Norman'’s (1981)
action slips (unintended activation), where a local association is generalized
to a situation that violates a consistency that is typical in other contexts. In the
language of Jacobs et al. (2001), people become “trapped in a local minimum.”
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In terms of the decision ladder, people will tend to utilize associations at lower
levels in the ladder to avoid the computational demands of higher levels when-
ever possible.

4.4.3 Implications for Interface Design

In sum, Gibson proposed that skilled control of movement reflected an attun-
ement to optical structure (optical invariants) that directly specified both
properties of the environment (e.g., layout of surfaces) and the motion of the
observer relative to that layout. We consider this to reflect a kind of automatic
processing very similar to that described by Schneider and Shiffrin (1977).
We believe that a very effective way to visualize this automatic processing
or direct perception is as a shortcut within the decision ladder that allows
a direct link between observation and action that bypasses higher stages of
information processing.

In terms of a question raised in the previous section about distinguishing
between mindless consistency and valuable consistency, we think that a key
lesson from Gibson’s ecological optics is that it rests on the mapping of opti-
cal structure to functional behaviors (e.g., controlling locomotion). Thus, for
interface design, we suggest that the key is not consistency in and of itself. Rather, the
key will be to create consistent mappings between the interface representations and
functional properties of the task situation.

This is where the constraints identified in the abstraction hierarchy become
important. A central hypothesis guiding an ecological approach to display
design will be that expert human performance results when people utilize the
constraints inherent in the situation (as reflected in an abstraction hierarchy) to
minimize computational demands and to facilitate skillful control. A goal for
interface design is to build representations that consistently map to these con-
straints. That is, to build displays where properties of the representation (e.g., a
configural geometry) are invariantly linked to properties of the work domain.

For example, in Coekin’s (1970) polar display (also, Woods, Wise, and
Hanes 1981), the geometrical symmetry of an octagon is invariantly mapped
to the normal state of a nuclear power plant, and different distortions of this
symmetry specify different types of failure conditions (e.g., loss of coolant
accident). With such a configural display, it is likely that operators will be
able to detect failures automatically and quickly recognize the type of failure
and the associated actions that could be expected to bring the system back
under control.

Gibson’s intuitions about the significance of the links between percep-
tion (e.g., optical invariants) and action (e.g., affordances) for cognitive sys-
tems anticipates the constructs of direct manipulation and direct perception
that will be discussed in later chapters of the book. The key point is that
it is possible (in the context of optical control of locomotion) and desirable
(in context of graphical interface design) that the interface directly specifies
the possibilities for action and the associated consequences.
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4.5 Heuristic Decision Making

In 1978 Herbert Simon received the Nobel Prize in economics for his work
on organizational decision making. A central intuition of Simon’s work
was the recognition that human rationality is bounded. That is, humans
do not seem to follow the prescriptions of normative models of economic
decision making or rationality. Rather, they consider only a subset of the
potentially relevant information and they tend to seek satisfactory, rather
than optimal, solutions (i.e,, humans satisfice). In other words, people use
heuristics (take shortcuts), rather than carrying out the computationally
difficult processes associated with most normative models of rationality.
Sound familiar?

Todd and Gigerenzer (2003) have considered three different ways to exam-
ine the bounds on human rationality that Simon described:

¢ Bounded rationality as optimization under constraints
* Bounded rationality as cognitive illusions
¢ Bounded rationality as ecological rationality

4.5.1 Optimization under Constraints

The first approach to bounded rationality, optimization under constraints,
focuses on the practical limits of problem solving. It is clear that, in many
naturalistic contexts, there can be both time pressure and ambiguities that
make it difficult for people to carry out the full analysis of the situation that
would be required by many of the normative models of rationality.

This approach tends to assume that satisficing and the use of heuristics is
an adaptation (in this case, a compromise) to the dynamics of the decision sit-
uation. There is an implicit assumption that, given the time and information,
human rationality would tend to reflect the normative models (e.g., subjec-
tive utility theory). For example, this approach would explain Klein's (1993)
observation that firefighters make a decision based on a quick assessment of
the situation because the situation demands quick action. Every moment lost
while analytically comparing options could increase the threats to property
and human life. Klein (1993) writes:

One of the features of naturalistic settings is the presence of acute
stressors that are sudden, unexpected, and of short duration. Acute
stressors include:

time pressure
ambiguity

noise

threat

impending failure
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¢ public scrutiny of performance
¢ high workload

These conditions make it difficult to carry out many analytical strate-
gies, and may also disrupt decision making in general. (p. 67)

Even for tasks where quantitative, analytical decision strategies are
appropriate, these stress effects will make it difficult if not impossible
to carry out such strategies. It seems reasonable for people to use the
simpler, singular evaluation strategies, and to use experience in sizing
up situations to avoid option comparison altogether.

Moreover, the simpler, naturalistic strategies such as recognition
primed decisions do not necessarily result in poor decisions. In many
studies, high levels of acute stress did not disrupt decision quality and
sometimes even increased decision quality. (p. 70)

In short, the “optimization under constraints” view of bounded rational-
ity sees the use of satisficing and heuristics as a kind of speed—accuracy-
efficiency trade-off reflecting dynamic constraints of the situation.

4.5.2 Cognitive Illusions

The second approach to bounded rationality—as cognitive illusions—focuses
on the information processing limitations of humans (e.g., limited working
memory). In this view, heuristics (e.g., representativeness) tend to take on a
negative connotation associated with cognitive biases in which humans make
choices that violate the prescriptions of normative theory (e.g., gambler’s fal-
lacy). This research on heuristics as biases tends to parallel early research
on perception, producing a collection of examples to show how people vio-
late normative models of rationality and probability (Kahneman, Slovic, and
Tversky 1982). For example, Wickens and others (2004) list five “heuristics
and biases in receiving and using cues,” six “heuristics and biases in hypoth-
esis generation, evaluation, and selection,” and four “heuristics and biases
in action selection.”

The “availability heuristic” is a good example of the cognitive illusions
approach to bounded rationality. Suppose that you were asked to estimate
the likelihood or risk of people dying from various causes (e.g., cancer, dia-
betes, automobile accident, aircraft accident). According to probability the-
ory, this should involve comparing the relative frequencies of the various
causes. However, often people will judge likelihood based on how easy it
is to bring to mind or remember instances of a specific cause. Thus, a per-
son’s estimate of probability will be biased by factors, such as salience, that
influence memory but that are not logically related to probability. This may
lead them to judge (erroneously) cancer as a more likely cause of death than
diabetes or to assume (incorrectly) that flying is more dangerous than driv-
ing. Cancer deaths and aircraft accidents tend to be more newsworthy—thus
more salient, thus more memorable, and thus judged more likely.
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Although many factors could influence the salience of a memory (e.g.,
recency, emotional intensity, personal relevance, etc.), one of these factors is
the number of repetitions in past experience, which in many situations may
be correlated with the actual frequency of an event. Thus, although salience
is not logically related to probability judgments, in many situations it may be
circumstantially related to frequency and therefore to probability. Thus, there
are at least some situations and perhaps many where the availability heuris-
tic will lead to sound judgments. This leads naturally to the third sense of
bounded rationality: ecological rationality.

4.5.3 Ecological Rationality

The focus of ecological rationality considers both the limitations and abili-
ties of humans and the constraints of problems to discover how it might be
possible for people to be accurate, fast, and frugal. The key intuition, as you
might now be able to guess, is that people can make

... good (enough) decisions by exploiting the structure of the environment ...
Heuristics that are matched to particular environments allow agents to
be ecologically rational, making adaptive decisions that combine accuracy
with speed and frugality. (We call the heuristics “fast and frugal” because
they process information in a relatively simple way, and they search for
little information.) ... . By letting the world do some of the work—by rely-
ing on the presence of particular useful information patterns—the deci-
sion mechanisms themselves can be simpler; hence our focus on simple,
fast, and frugal heuristics. (Todd and Gigerenzer 2003, p. 148)

Suppose that you were given pairs of German cities and were asked to
decide which of each pair had the larger population?

e Berlin versus Munich
* Hamburg versus Cologne

e Stuttgart versus Diisseldorf

4.5.3.1 Less Is More

Would additional information be useful? Suppose you knew that Berlin was
the capitol of Germany, or that Berlin, Hamburg, and Munich were state cap-
itols, or that Hamburg, Munich, Cologne, and Stuttgart had teams in the top
professional league. Would this information be helpful? It turns out that U.S.
students do slightly better at this task when German cities are used and that
German students do better with American cities (Goldstein and Gigerenzer
1999). This is an example of the less is more effect.

One explanation for this effect is that people use a recognition heuristic.
That is, if only one of the two objects is recognized, then the recognized
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object is chosen. The hypothesis is that this heuristic works better for the U.S.
students for German cities (and vice versa) because, for those students from
a different country, recognition will be highly correlated with population.
Thus, this simple heuristic works well due to the relation between salience in
memory and the task variable (population).

4.5.3.2 Take the Best

Gigerenzer and Goldstein (1996) describe a slightly more complete heuristic
(or satisficing algorithm) called take the best. The first step involves the recog-
nition heuristic:

Step 1: “If only one of the two objects is recognized, then choose the
recognized object. If neither of the two objects is recognized then
choose randomly between them. If both of the objects are recog-
nized, then proceed to Step 2” (p. 653).

Step 2: “For the two [recognized] objects, retrieve the cue values of
the highest ranking cue from memory” (p. 653). For example, this
might be whether the cities have teams in the top professional soc-
cer league.

Step 3: Does the cue discriminate? “The cue is said to discriminate
between two objects if one has a positive cue value and the other
does not” (p. 653).

Step 4: “If the cue discriminates, then stop searching for cue val-
ues. If the cue does not discriminate, go back to Step 2 and con-
tinue with the next cue until a cue that discriminates is found”
(p. 653).

Step 5: “Choose the object with the positive cue value. If no cue dis-
criminates, then choose randomly” (p. 653).

In the context of the decision ladder, the first step might be visualized as a
shortcut based on a memory association. The second step, if required, might
involve higher cognitive processing in order to evaluate what the most dis-
criminating cue would be. However, Gigerenzer and Goldstein (1996) have
suggested other satisficing algorithms, such as take the last, that allow other
shortcuts. Rather than using the most discriminating cue, take the last uses the
last cue that worked—thus again using an association in memory to bypass a
need to evaluate the situation to identify the most diagnostic cues.

4.5.3.3 One-Reason Decision Making

Gigerenzer and Goldstein (1996) suggest that satisficing often takes a form
that they call one-reason decision making: “The inference or decision is based
on a single good reason. There is no compensation between cues” (p. 662).
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They continue that although the choice is made exclusively on one reason or
cue, “this reason may be different from decision to decision. This allows for
highly context-sensitive modeling of choice” (p. 662).

One of the significant aspects of Gigerenzer and Goldstein’s (1996) approach
to satisficing is that not only does it fit well with empirical observations of
human choice performance, but they have also been able to demonstrate
that, given incomplete data, the one-reason algorithms result in performance
that is comparable to that of many of the more complex normative models.
Thus, these algorithms not only are fast and frugal with regard to demands
on cognitive resources, but also lead to generally smart decisions. Therefore,
these shortcuts are not necessarily weaknesses, but can actually reflect the
strengths of experience. In fact, Todd and Gigerenzer (2003) go so far as to
argue that the limitations themselves are adaptive. For example, rather than
seeing working memory as a bottleneck, it may be viewed as a filter that
is tuned to meaningful aspects of the environment. Thus, it is designed to
block out the noise and to focus attention on the relevant aspects of the envi-
ronment (e.g., consistent mappings, optical invariants).

4.6 Summary and Conclusions

What is the long thread that links research on expertise to research on natu-
ralistic decision making, to research on automatic attention, to research on
visual control of locomotion, or to ecological rationality? And what are the
implications for interface design? To sum up the dynamics of awareness in
a single word, we would describe awareness as opportunistic. In particular,
humans use experience opportunistically—such that their assessments and
choices are strongly influenced by information that is salient in memory. In
novel contexts (including decontextualized laboratory tasks), this opportun-
ism appears as a bias that often results in visual illusions and deviations from
the prescriptions of normative models of rationality. However, in familiar
situations, salience in memory will be closely linked to consistencies and
invariant properties of the situations. Thus, this opportunism is more likely
to appear as expertise, skill, or situated cognition.

The implication for interface design is that an important goal is to bias the
human in ways that lead to productive thinking in a particular domain. That
is, the goal is to make sure that the information that is salient to the human
is also important or significant to the work domain. The goal is to make the
significant consistent mappings, invariants, laws, or constraints salient to the
human. This shifts the focus of the designer from being user centered to being
use centered (Flach and Dominguez 1995).

In a user-centered focus, the mantra is to honor thy user, and the focus
is on understanding the information processing limits and biases and
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protecting the system against the negative consequences of these limitations.
In a use-centered focus, the mantra is honor the problem/work domain, and
the focus is on understanding the situation constraints so that important or
meaningful aspects of the problem can be made salient in the representa-
tion (either in the external display or in the internal experience of the user).
The use-centered focus assumes that, by making meaningful information
salient, it is possible to facilitate the development of expertise, to leverage the
ability of humans to zero in on essential properties, and to make fast, frugal,
good decisions.

In Chapter 2 we introduced the argument for a single ontology that
spans both mind and matter in order to appreciate how both shape human
experience. In Chapters 3 and 4 we have parsed this single ontology into a
perspective of situations (Chapter 3) and a perspective of awareness (this
chapter). However, it is important to note that our discussion of situations
was not independent from considerations of awareness and that our discus-
sion of awareness was not independent from considerations of situations.
The emphasis was different, but in both cases we were considering a single
ontology for a science of human experience. In the next chapter we will try
to close the loop by talking about the dynamics of situation awareness in a
way that explicitly links the situation constraints and the awareness con-
straints into a unified framework for thinking about human experience and,
ultimately, for guiding the design of interfaces.
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The Dynamics of Situation Awareness

5.1 Introduction

Human rational behavior ... is shaped by a scissors whose two blades
are the structure of the task environments and the computational capa-
bilities of the actor. (Simon 1990, p. 7)

These two blades—the two sources of bounds on our rationality—
must fit together closely for rationality to cut. While the external
bounds may be more or less immutable from the actor’s standpoint, the
internal bounds compromising the capacities of the cognitive system
can be shaped, for instance by evolution or development, to take advan-
tage of structure of the external environment. (Todd and Gigerenzer
2003, p. 144)

Simon’s scissors metaphor provides a great image to help us wrap up the the-
oretical context for our approach to interface design. Situation awareness is
sometimes treated as if it were a single entity that resides completely within
the head of a domain practitioner. As the previous two chapters suggest,
situation awareness is more properly considered as a joint function of both
the constraints of the work domain (Chapter 3) and the constraints of the
human (Chapter 4). The scissors metaphor emphasizes the need for a single
ontology that encompasses both blades: one blade that reflects constraints
of the task situation and a second blade that reflects constraints on human
ability or awareness.

To expand the metaphor further, one might compare the interface to
the scissors’ hinge since it provides a crucial link (see Figure 5.1). Thus,
sharpening the blade on the ecology side involves the creation of asso-
ciations that are closely linked with the task constraints (e.g., to build
in consistencies such that the domain constraints are salient features of
the representation). Sharpening the blade on the agent side involves the
design of controls and displays with features that are consistent with the
formidable perception, action, and reasoning capabilities of the human.
The interface is the hinge that allows these two sharp blades to fit together
closely, which allows rationality to cut (i.e., to support fast, frugal, and
accurate performance).
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Peirce’s Sign System

Objective Subjective

— —

Saussure’s Model

MAPPINGS MAPPINGS
Signal Skill-based
(Indexical) (Direct)
Sign Rule-based
Symbol Knowledge-based

FIGURE 5.1

This illustrates how Rasmussen’s framework maps into Peirce’s semiotic system. Skill-based
mappings are consistent with Gibson’s concept of direct perception and Peirce’s concept of
indexical specification. In essence the signal is an analog of the ecology. Sign and symbol rela-
tions are effectively cues that can require associative or inferential mediation between concept
and ecology.

5.2 Representation Systems and Modes of Behavior

In many respects, the scissors described by Simon is equivalent to the semi-
otic system described by Peirce, with the hinge being the sign that connects
awareness to a situation. It is not surprising that Rasmussen (1986) drew
heavily from semiotics in order to link the two blades of the scissors concep-
tually. As was described in Chapter 3, Rasmussen’s decision ladder suggests
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that there are many different possible paths through the information pro-
cessing system. He organized these paths into three general modes of pro-
cessing: skill based, rule based, and knowledge based.

Furthermore, these modes depend on different types of representation
systems: signals, signs, and symbols. Note that these representation systems
reflect different types of interactions over the ecology—observer-representa-
tion triad. They are not properties of the representation that are independent
of the ecology and observer (i.e., the exact same display can serve as a differ-
ent representation system depending upon the agent and/or the state of the
ecology). Figure 5.1 shows how these distinctions might be illustrated in the
context of Peirce’s (1931-1935) model for semiotics.

5.2.1 Signal Representations/Skill-Based Behavior

One type of representation system described by Rasmussen is the signal rela-
tion. In this relation, the ecology and the observer are linked through contin-
uous space—time properties of the representation. Gibson’s optical invariants
are examples of this category. In driving, the relation between the car and
the road can function as a signal relation for a skilled driver. The space—time
relations between the vehicle and the road can be specified by space-time
properties of an optical flow field. If the expansion pattern in the flow is
centered on the driving lane, then the motion of the vehicle will be down the
center of the lane. Similarly, a safe following distance behind a lead vehicle
might be specified by the angular extent and the expansion rate of the optical
contour of the lead vehicle.

When a functional mapping exists between the space-time properties of
the ecology and the representation, then it is possible for the observer to
respond directly to the ecology; that is, there is no need for inferential leaps to
close gaps between the ecology as it is and the ecology as represented. The
properties of the representation (e.g., optic flow) specify the state of the world.
For example, when the image of the car in front of you expands in a particu-
lar fashion, the imminence of collision is specified; no inference is involved.
Schiff (1965) has shown that many animals will reflexively brace or move to
avoid collision when presented with this optical pattern of looming. And
they will do this at the earliest ages at which they can be tested.

The representation is a direct analog of the ecology when signal relations
exist. In essence, the representation is functionally transparent and itis possible
for the observer to see the ecology directly as it is. Peirce (1931-1935) used the
term indexical to refer to situations where there was a direct link between
the representation and the object being represented; examples are the relation
between temperature and the height of a column of mercury or the relation
between the wind direction and the orientation of a weather vane.

This situation, in which the observer can coordinate directly with the ecol-
ogy through the space—time properties of the representation, is the situation
that Rasmussen called skill-based behavior. It is skilled in two senses. In one
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sense, it is skilled because discovering the space—time relations and learning
to coordinate actions through them requires practice through doing; these
skills cannot be developed through discussion and/or lecture. For example,
skilled pilots must learn what a safe approach looks like (see Langewiesche,
1944, for a very interesting discussion of the optical patterns that specify a
safe landing).

In the other sense, it is skilled because, once the coordination is mastered,
the result is typically very smooth, fluid interactions between observer and
environment that generally require minimal mental effort. The skilled ath-
lete makes things look so easy! The skilled driver can weave through high-
way traffic safely with little mental effort. Also, many people who have
mastered the skill may not be able to describe or articulate how the fluid
behavior is accomplished; the link between seeing and doing is often tacit.
Many skilled drivers will not be skilled driving instructors. Can you explain
how you walk, how you know how much force to use when hopping from
one rock surface to another when crossing a stream, or how you know when
to brake when approaching a line of stopped traffic?

A phenomenological consequence of skill-based interactions is that the inter-
face tends to disappear so that the person feels as if he or she is directly inter-
acting with the work processes. In essence, the interface technology becomes
an extension of the person, just as the cane becomes an extension of the arm so
that, when touching an object with the cane, the cane wielder feels the texture
of the surface being touched, not the cane (Hoff and Overgard 2008).

5.2.2 Sign Representations/Rule-Based Behavior

The second type of representation system described by Rasmussen is the sign
relation. In this relation, the ecology and the observer are linked through
consistency (high degrees of correlation). For example, in driving, the rela-
tion between the braking lights or turn signals of the lead vehicle and its
behavior can function as a sign system. That is, there is a correlation between
the brake lights coming on and the behavior of the lead vehicle. An observer
who has experienced this relation over time will learn to be alert (and be
prepared to brake) when the brake lights of the lead vehicle come on.

Note that the link between brake lights and stopping is not through space-
time properties, but rather through convention. The color of brake lights and
the link between the onset of the lights and brake activation are conventions
established in the design of automobiles and highway systems. It is possible
for the observer to develop fixed response sequences to these signs once these
conventions are learned. The responses to these consistent properties of repre-
sentations can be as smooth and effortless as the skilled response to signals.

The importance of consistency (consistent mapping) for smooth or “auto-
matic” processing of information was clearly established by Schneider and
Shiffrin (1977; Shiffrin and Schneider 1977) and this is true for both signals
and signs. The key differentiator between signals and signs is whether the
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consistency is inherent in the coupling of perception and action (signals) or
whether it is mediated by a constraint (e.g., a cultural or design convention)
outside the perception—action dynamic (sign).

Rasmussen described interactions mediated by sign relations as rule-
based behavior. They are rule based in the sense that the consistent relation
between the representation and the environment or between the representa-
tion and the appropriate response can be described in terms of a simple rule:
If brake lights come on, then the lead vehicle will be decelerating, or if brake
lights come on, be prepared to decelerate. It seems that, as with skill-based
relations, extensive practice by doing is necessary for rule-based relations to
function in an automatic way.

However, the fact that rules mediate the gap between the representation
and the ecology makes it much more likely that people will be able to artic-
ulate the rules (whether or not they have mastered them). So, rule-based
behaviors are less likely to be tacit than skill-based behaviors. Rule-based
behaviors will typically be associated with heuristics (i.e., shortcuts), where
perception and action are mediated by the learned rules and higher levels
of information processing will not be necessary. Rule-based behavior is less
direct than skill-based behavior in the sense that the relation between rep-
resentation and interpretation is mediated by the rule. However, both rule-
and skill-based behaviors can become functionally automatic or reflexive as
a result of leveraging consistency (taking advantage of constraints) in the
semiotic relations.

5.2.3 Symbol Representations/Knowledge-Based Behaviors

The third type of representation system described by Rasmussen is the
symbol relation. In this relation, the link between observer and ecology is
ambiguous or hypothetical. That is, the relation between the form of the rep-
resentation and either the objective or subjective meaning is not immediately
apparent without some degree of analysis or problem solving. The best that
the observer can do is to guess or hypothesize about the relation. Note that
both patterns in space—time and consistencies only exist over time. So, when-
ever a person is presented with a novel situation, the relation between the
form of the representation and the meaning (in both senses) will be ambigu-
ous to some degree until the observer has had the time necessary to pick up
and utilize the patterns or consistencies.

Natural language, once learned, will function as a sign relation in which
the words will be automatically linked to meaning through a history of
consistent associations and learned rules. However, a foreign language will
at first be a symbol system in that the rules and consistent links between
the sounds and the meanings will be ambiguous. The foreign language
is not arbitrary, but it is ambiguous and requires analysis in order to fig-
ure out the meaning. Note that as Rasmussen uses the terms, signal, sign,
and symbol refer to relations across the semiotic system. Thus, whether a
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representation (e.g., a word, brake lights, or graphical icon) functions as a
sign, symbol, or signal depends on the experiential history of the semiotic
dynamic.

In the driving context, the four-way stop often functions as a symbol rela-
tion for drivers unaccustomed to driving in the United States. That is, the
conventions of behavior in this context are often ambiguous or mysterious
to such drivers. For example, when one tries to explain that it is a simple
rule that order of arrival at the intersection determines the order of passing
through the intersection, many foreign drivers are still mystified because it
is not clear to them what “arrival at the intersection” means. That is, they
often guess that this refers to arrival at the end of the queue for the intersec-
tion and they find it impossible to tell how many of the people in the other
lanes were there before them. It is not obvious to them, as it is to drivers
experienced in driving in the United States, that first to arrive refers only to
those vehicles at the threshold of the intersection and does not depend on
arrival at the back of the queue. Similarly, round-about or traffic circles that
are familiar sign systems for European drivers can be symbol systems for
U.S. drivers who have not yet discovered the conventions.

Rasmussen characterized interactions mediated by symbol relations as
knowledge-based behavior. With symbol relations, the observer must act as a
problem solver (e.g., scientist or detective). That is, the observer must evalu-
ate and act on hypotheses or guesses about the relation between the ecology
as represented and the ecology as it is. The problem of diagnosis faced by
the physician or nuclear plant operator confronted with a novel set of symp-
toms is an example of knowledge-based behavior. The drivers unaccustomed
to driving in the United States are challenged by a knowledge-based situa-
tion with respect to four-way stops. They test their hypothesis about what
“first to arrive” means through acting in a certain way; the reaction of other
drivers provides empirical evidence about whether their hypothesis is right
or wrong.

Knowledge-based behavior tends to require deep levels of processing or
mindfulness. This type of situation places the greatest demands on the infor-
mation processing system. Knowledge-based behavior requires the system-
atic reasoning that Piaget (1973) called formal operations. It requires high
degrees of abstraction and integration. In essence, the person must do prob-
lem solving—generating and evaluating hypotheses.

It is an irony of language that knowledge-based behaviors are typically
demanded in situations where people have the least experience or skill. As
people get more experience with a representation system, they will naturally
become more aware and more able to utilize the time-space patterns and
the consistencies that are available. The first time you try to drive, the car
and the highways are full of ambiguities that you have to resolve through
knowledge-based interactions. With practice (trial and error), you discover
the patterns and consistencies and come to rely more and more on skill- and
rule-based modes of control to the point where now you can sometimes find

© 2011 by Taylor & Francis Group, LLC



The Dynamics of Situation Awareness 99

yourself arriving at your workplace or home without any conscious aware-
ness of the events that transpired during the drive. You managed the drive
on autopilot while higher knowledge-based levels of information process-
ing were engaged by more challenging puzzles, such as your latest design
problem. The irony of the language is that the more experience or knowledge
you have about a particular situation the less dependent you will be on what
Rasmussen labeled as the knowledge-based mode of interaction.

5.3 Representations, Modes, and the Decision Ladder

Conventional texts on cognition typically have a lot to say about rule- and
knowledge-based interactions. However, one will usually find very little
discussion of skill-based interaction. Again, this reflects a dyadic model of
the cognition dynamic where all the action is in the relation between the
observer and the representation; this action is reflected in the rules that link
the representation to responses and in the rational processes associated
with hypothesis testing or problem solving. This meshes very nicely with
the computer metaphor in which the computer is a disembodied symbolic
engine or rule-based device. It is disembodied in the sense that its relation to
a physical ecology is mundane compared to its relation to a virtual ecology
of rules and symbols.

The dyadic model tends to ignore the ecological dimension of the triad.
In the context of Three Mile Island, this model has much to say about the
operator and the display representations, but has almost nothing to say
about the nuclear power plant that the displays are representing. Similarly,
this model has lots to say about how a driver might think about driving, but
has difficulty explaining the fluidity of a skilled driver—particularly, those
aspects of the skill that the driver cannot clearly articulate. How does our
image of cognition change when we consider the possibility of signal rela-
tions and skill-based interactions? How does our image of cognition change
when we bring in the ecology as an essential dimension of the meaning
dynamic (the semiotic system)? How can we address experience in every-
day life without considering common situations associated with navigating
through the environment?

5.3.1 Skill-Based Synchronization

Figure 5.2 illustrates how the different semiotic systems map onto the decision
ladder. Skill-based processing tends to utilize lower regions of the decision
ladder—automatic or reflexive links between activation and execution. This
is called skill based because the ability to utilize these automatic paths seems
to depend on high levels of practice in consistent environments. This type of
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processing takes advantage of invariant relations between the form of the acti-
vation and the form of the response (signals). The automaticity and the depen-
dence on a consistent environment are most apparent when the consistency
is broken; then we see the action slips and illusions that reflect the generaliza-
tion of an association beyond the boundaries of the associated constraint.

5.3.2 Rule-Based Shortcuts

Rule-based processing tends to utilize different shortcuts across the mid-
dle regions of the decision ladder. This type of processing tends to take
advantage of stereotypical aspects of situations (signs) to bypass the need
for deeper analysis. Whereas the skill-based level takes advantage of con-
sistency in space-time patterns (e.g., optical expansions associated with
collision), the rule-based level takes advantage of more conventional or situ-
ational consistencies.

For example, when we drive a rental car, we may automatically reach for
the turn signal and find that we have activated the windshield wipers. The
actions were guided by an expectation created by our experience in our own
car. Similarly, when the car does not start in the morning, the assumption
that the battery is dead could be stimulated by the memory of a similar situ-
ation last week. Checking the battery in this case does not reflect a deep
analysis of how cars work, but simply an association with a recent event.

5.3.3 Knowledge-Based Reasoning

Knowledge-based processing refers to situations where the full range of
information processing activities must be engaged to make sense of a situa-
tion. This is required when the form of the problem representation (symbolic)
does not have any obvious or apparent relation to the form of the response
required. Under these conditions, the human must function as a scientist or
detective who must piece together a solution through systematic analysis.

For example, when your usual route across town is jammed due to an acci-
dent, you may engage in knowledge-based processing to decide whether you
should wait in the slowed traffic or whether you should try to get off the
highway and try an alternate route. Or when you discover that your battery
is fine, then you have to think about why your car will not start: “What are
other potential explanations?” “How can I rule out alternative explanations
to discover the solution?”

5.3.4 Summary

Each of the qualitative modes of processing identified by Rasmussen (skill-,
rule-, or knowledge-based) utilizes different sources of constraint (signals,
signs, or symbols, respectively) that open different paths through the deci-
sion ladder. In the context of Simon’s scissors metaphor, signal, sign, or
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symbol refers to qualitatively different types of consistency or constraint
associated with a situation or work domain; skill-, rule-, and knowledge-
based refer to differential abilities. Note that, in this context, every link in
the decision ladder can be evaluated from the perspective of awareness (is
this an association that the person has learned to use?) and from the per-
spective of situations (is this association correlated with structure in the task
context?). In this respect, the decision ladder can be used as a descriptive
model to illustrate the shortcuts that a particular expert actually uses in his
or her problem solving.

For example, Rasmussen (1986) originally used the decision ladder to illus-
trate the troubleshooting behavior of electronic technicians. However, the
decision ladder can also be used as a prescriptive model to illustrate associa-
tions and shortcuts that might be (or should be) made available due to consis-
tent mappings and invariant properties of task situations. In this context, the
decision ladder reflects an analysis of the problem constraints (i.e., cognitive
work analysis), as opposed to the experience constraints of a particular cog-
nitive agent or of a particular strategy.

5.4 Ecological Interface Design (EID)

The principal goal behind EID is to design an interface that will not force
cognitive control to a level higher than that required by the demands of
the task, and yet that provides the appropriate support for each of the
three levels. In order to design such an “ecological interface,” the fol-
lowing factors must be taken into consideration. First, it is necessary to
merge the observation and action surfaces so that the time—space loop
is maintained, thereby taking advantage of the efficiency of the human
sensorimotor system. In addition, it is also necessary to develop a consis-
tent one-to-one mapping between the abstract properties of the internal
process to be controlled and the cues provided by the manipulation/
observation surface ... the goal is to make visible the invisible, abstract
properties of the process (those that should be taken into account for
deep control of the process) visible to the operator. In semiotic terms, this
means that the cues provided by the interface have a consistent mapping
onto the symbolic process properties. In this way, the same conceptual
model may act as a symbolic representation when considered in rela-
tion to the elements of the environment and the laws controlling their
relationships, and as a system of prescriptive signs when considered in
relation to the rules for model actions of the system. (Rasmussen and
Vicente 1989)

Rasmussen and Vicente’s (1989) construct of ecological interface has been an
important inspiration for this book. In the last few chapters, we have been
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trying to outline a broader conceptual framework to help elucidate and moti-
vate the idea of designing ecological interfaces. However, although we fully
resonate to Rasmussen and Vicente’s (Rasmussen and Vicente 1989, 1990;
Vicente and Rasmussen 1990, 1992) ideas, from the very start, we have been
worried that the term “ecological” might lead to misunderstanding.

This is because, although Rasmussen and Vicente (1989) clearly articulate
the links to ecological approaches to human performance, the ecological
approach tends to remain an enigma to many people. In part, we feel that
this may be because people are trying to understand this approach from a
dualistic ontology or from a dyadic semiotic perspective. Thus, people are
more inclined to link the term “ecological” with the term “natural” and the
implication is that an ecological interface should be simple and natural to
use. In this context, natural reflects ease of use, rather than the mapping to
the task ecology that was the intended emphasis.

5.4.1 Complementary Perspectives on EID

We hope that the intention behind the term “ecological interface” is becom-
ing clearer. The ideal for an ecological interface is to design a representation
that is faithful to the task ecology. When viewed through the lens of human
problem solving, the goal for an ecological interface is to make the deep
structure of a problem salient. When viewed through the lens of the abstrac-
tion hierarchy described in Chapter 3, the goal for an ecological interface is
to make the constraints at all levels of the abstraction hierarchy visible in
the representation.

For example, the operator should be able to see the state of the work domain
in relation to the goals, the costs, and the fields of possibilities associated
with physical and regulatory laws and organizational layout. This ideal is
illustrated most clearly by Vicente’s work with the DURESS system (Dinadis
and Vicente 1999; Pawlak and Vicente 1996; Vicente 1991, 1992, 1999; Vicente,
Christoffersen, and Pereklita 1995). Further illustrations will be provided in
later chapters.

When viewed through the lens of the decision ladder (Chapter 4 and
Figure 5.2), the goal of an ecological interface is to support both direct perception
and direct manipulation. Direct perception means that it is possible to perceive
the state of the system through consistent patterns in the display (analogous to
optical invariants or consistent mappings). In other words, the representation
should provide signals and signs that map directly onto the states/constraints
of the work processes to support productive thinking (e.g., chunking, automatic
processing, and recognition primed decisions). Similarly, direct manipulation
means that it is possible to act on the system via controls that provide space-
time signals and signs that map directly onto required inputs.

Direct manipulation also becomes important in those inevitable situations
where a complex system gets into a state that was not and probably could not
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have been anticipated by the designers (e.g., faults that violate local design
assumptions). In this case, knowledge-based processing will be required.
The goal of direct manipulation in the context of knowledge-based process-
ing is to design a representation that allows the operator to test hypotheses
directly through actions on the representation whose consequences will be
visible. In this case, the display should support reasoning in terms of Piaget’s
formal operations. It should help the operator to manage converging opera-
tions toward solution of the puzzle.

In sum, the goal of the ecological interface is to create direct links between
perception and action that support all three levels of information process-
ing—skill, rule-, and knowledge based. The goal is that thinking be exter-
nalized in the perception—-action loop, reducing as much as possible the
dependence on memory-intensive, logical computations.

5.4.2 Qualifications and Potential Misunderstandings

Will an ecological interface be easy to use? Hopefully, the answer to this
question will be yes. However, it is a very qualified yes. The first qualifica-
tion involves Ashby’s (1968) “law of requisite variety.” In essence, this law
requires that, for a representation to be a good interface for control, it must
be at least as complex as the phenomenon that is being controlled. This law
suggests that representations can overly simplify a problem. Such represen-
tations may suffice in restricted regions (e.g., under normal operations), but
these representations risk trivializing the problem and potentially lead to a
naive view of the work domain and a restricted solution space for solving
problems. The representation of a complex problem domain will itself need
to be complex! There is no escaping this general systems constraint.

The second qualification is that the ease of use for complex domains will
depend heavily on learning. Automatic processes do not come for free. They
depend on practice. It takes time to discover the patterns and to build the asso-
ciations that link those patterns to correct inferences and actions. Tanabe (per-
sonal communication) has argued that ecological interfaces require us also to
reconsider approaches to training. This includes reconsideration of how knowl-
edge content is organized and structured and increases the importance of sim-
ulation so that people have opportunities to explore and learn by doing,

It is not unusual that people are surprised and disappointed when they
first see an interface that is intended to be ecological. Often, it is not at all
easy to use initially. In fact, it can seem unnecessarily complicated relative to
more traditional displays. For example, compare the mimic display with the
ecological (P + F) interface for DURESS (e.g., Vicente 1999). The mimic dis-
play seems much simpler. It typically takes time and practice to appreciate
and take advantage of the benefits of an ecological interface.

Thus, the goal of an ecological interface is not to take a complex domain
and make it seem naturally simple to a naive user. Rather, the goal is to allow
the user to discover and learn the consistencies and eventually to develop a
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rich network of associations that will support good situation awareness and
fast, frugal decision making. In essence, the ecological interface allows one
to get maximal benefit from experience (i.e., from trial and error). The consis-
tencies and patterns in the ecological interface should reveal the constraints
in the work domain. Experience with the ecological representation should
lead to a deeper appreciation of the possibilities in the work domain, making
the critical properties of the domain salient.

Thus, with the appropriate experience and training, the ecological inter-
face should become easier to use because there will be many opportunities
to bypass the computationally intensive aspects of information processing
through the use of direct associations with patterns in the representation.
However, the ecological interface definitely does not make things easier
for the designer. In fact, the ecological interface approach is a challenge to
the designer to go beyond simple display prescriptions based on generic
models of human information processing to learn about the problem/work
space and to discover the constraints that shape the possibilities for moving
through that space. This creates a demand for thorough work analysis that
goes beyond simply talking to a few domain experts.

The more diligent that the designer is in identifying properties of the prob-
lem and the more creative she is in building display geometries that map
invariantly to these properties, the more valuable will the representation be
to the opportunistic human information processors. In effect, the goal of the
ecological interface is to bias the operator so that she will choose the heuris-
tics that will leverage the structure of the problem most effectively. Remember
that humans are essentially opportunistic agents that will use whatever asso-
ciations are available to ease their computational burden. The goal for the
designer is to help ensure that the associations available in the representation
lead to smart situation assessments, satisfactory decisions, and appropriate
control input. The goal is to ensure that the associations that are most salient
are the ones that support productive thinking and situated action.

5.5 Summary

In many respects, the hinge that determines whether the two blades of
Simon’s scissors will fit together well enough to cut is the interface represen-
tation. This hinge must be designed so that the two blades are aligned well,
one to the other. We do not believe that it is possible to do this if the blades are
designed from two separate, disconnected ontologies. It is often convenient
to parse the world into the objective task constraints that are independent of
any potential computational agent or device and the subjective constraints
that are inherent to a specific agent or computational device, independently
of any particular problem.
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However, if we want to support human problem solving, we must not get
trapped in this parsing. We believe the abstraction hierarchy provides a con-
text for thinking about the situation constraints in a way that respects the
properties of human agents and that the decision ladder provides a context
for thinking about awareness constraints in a way that respects the proper-
ties of work domains. Together, these conceptual tools help us to bridge the
gap between awareness (mind) and situations (matter) to address the ques-
tion of what matters and to address questions of meaning.

To reiterate, humans are essentially opportunistic information process-
ing agents. They are going to be strongly biased by saliency. The goal of
both training and interface design is to help ensure that the associations
that are salient are the ones that are relevant to the problem. The goal of
training and interface design is to help ensure that the first choice that
comes to mind is a very good choice. The goal is not to help people to con-
form to the prescriptions of logic and rational decision models. Rather,
the goal is to shape experience so that humans can form the associations
that let them automatically zero in on relevant aspects of the problem,
minimizing as much as possible the need for laborious logical analysis
or computation.
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6

A Framework for Ecological
Interface Design (EID)

6.1 Introduction

Marshall McLuhan observed that “the mediumis the message.” Designers
send a message to the users by the design of interactive systems. In the
past, the message was often an unfriendly and unpleasant one. I believe,
however, that it is possible to send a more positive message that conveys
the genuine concern a designer has for users. If the users feel competent
in using the system, can easily correct errors, and can accomplish their
tasks, then they will pass on the message of quality to the people they
serve, to their colleagues, and to their friends and families. In this way,
each designer has the possibility of making the world a little warmer,
wiser, safer, and more compassionate. (Shneiderman 1992, p. iv)

The growing attention to and interest in interface design has been fueled
by advances in both hardware (particularly graphics) and software. This
technology provides opportunities for design innovation that make
Shneiderman’s lofty goals to make “the world a little warmer, wiser, safer,
and more compassionate” far more realistic than they were a generation
ago. To make this point explicit, consider the hardware and software of
the first interactive interfaces. The teletype interface (see Figure 6.1) was
essentially a glorified typewriter that included a keyboard for input and a
roll of paper for output. The user typed in alpha-numeric input one line at
a time via a command line interface; the computer typed out lines of alpha-
numeric symbols.

The text editors were also based on a command line convention. One of
the more (in)famous of these editors was TECO (standing for either tape edi-
tor and corrector, or text editor and composer). Cryptic alpha-numeric com-
mands were required to reposition a cursor and manipulate the text, etc. This
was quite difficult since neither the text of a document or the cursor could
be seen, at least without special instructions. For example, to view 10 lines of
text around the current location required the command “-5110t” to be typed
in, followed by a press of the return key. This command instructed TECO
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FIGURE 6.1
The ASR 33 Teletype interface. (Photo courtesy of David Gesswein, www.pdp8online.com.)

to move back five lines of text (“-51”) and then type the next 10 lines of text
(“10t”). With tongue in cheek, Post (1983, p.264) observed:

Real Programmers consider “what you see is what you get” a bad con-
cept in text editors. The Real Programmer wants a “you asked for it, you
got it” text editor; one that is complicated, cryptic, powerful, unforgiv-
ing, and dangerous. TECO, to be precise.

It has been observed that a TECO command sequence more closely
resembles transmission line noise than readable text. One of the more
entertaining games to play with TECO is to type your name in as a com-
mand line and try to guess what it does.

In the 1980s we referred to this game as “TECO roulette” after its Russian
counterpart!
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Obtaining a well-formatted final document was also an adventure. Special
instructions for formatting the document needed to be embedded within the
text. For example, the characters “i5” were instructions to indent the ensuing
text by five characters. The original document then was submitted to a for-
matting program to produce a final version. The intrepid writer could then
print the document out on paper to evaluate the ultimate success (or, more
often, failure) of these formatting commands.

Obviously, these interfaces put a much different (and a much more difficult)
set of constraints on performance than the interfaces of today. Current interfaces
are much more powerful and accommodating and offer a far greater potential
to provide effective decision making and problem solving support. However,
despite a plethora of books designed to take advantage of these advances (e.g.,
Eberts 1994; Preece et al. 1994; Sharp, Rogers, and Preece 2007; Shneiderman
1998), this potential fails to be realized with alarming regularity.

6.2 Fundamental Principles

The aim of ecological interface design can be described as trying to make
the interface transparent, that is, to support direct perception directly
at the level of the user’s discretionary choice, and to support the level
of cognitive control at which the user chooses to perform. The map-
ping across interfaces, which will support the user’s dynamic switching
among levels of focus and control, must support control of movements,
acts, and plans simultaneously. To do this, the designer must create a
virtual ecological environment that maps the intended invariants of the
functional system design onto the interface. (Rasmussen and Vicente
1990, p. 102)

This chapter will provide a broad framework for ecological interface design
with the goal of realizing this potential on a more consistent basis. This
framework builds upon insights drawn in previous chapters and provides
principles of design, strategies of design, and domain/agent constraints that
are relevant to their use. The three triadic components of a sociotechnical
system, first introduced in Chapter 2 (Figure 2.3), have been re-represented
in Figure 6.2. Note that the dynamic interactions between components (the
labeled arrows) have been removed and some terms associated with each
component have been added.

The ultimate goal of ecological interface design is to provide effective
decision-making and problem-solving support. The key point from the tri-
adic perspective is that informed decisions about interface design can only
be made within the context of both the domain (i.e., the work to be done;
situations) and the cognitive agents (i.e,, humans and machines; awareness)
responsible for doing the work. The fundamental challenge for the design
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FIGURE 6.2
The three sets of behavioral-shaping constraints in a sociotechnical system.

of interfaces is to make sure that the constraints contributed by the inter-
face are tailored (i.e., well matched) to the constraints of both the work
domain and the cognitive agents. As suggested in Figure 6.2, this might be
conceptualized as the degree of fit between pieces of a puzzle. In this case,
the complementary shapes of the triangular wedges suggest a good fit. We
begin our discussion of the design framework with the consideration of
two general principles that are the foundation of effective interface design:
direct manipulation and direct perception.

6.2.1 Direct Manipulation/Direct Perception

In a system built on the model world metaphor, the interface is itself
a world where the user can act, and that changes state in response to
user actions. The world of interest is explicitly represented and there is
no intermediary between user and world. Appropriate use of the model
world metaphor can create the sensation in the user of acting upon the
objects of the task domain themselves. We call this aspect “direct engage-
ment.” (Hutchins, Hollan, and Norman 1986, p. 94)

Design, evaluation and research in HCI and HICI (human-—intelligent
computer interaction) should be seen in terms of representational issues.
The display/interface is a referential medium where visual (and other
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elements) are signs or tokens that function within a symbol system.
(Woods 1991, p. 174)

In Gibson’s terms, the designer must create a virtual ecology, which
maps the relational invariants of the work system onto the interface in
such a way that the user can read the relevant affordances for actions.
(Rasmussen, Pejtersen, and Goodstein 1994, p. 129)

The term direct manipulation was coined by Shneiderman (1983) and ana-
lyzed extensively by Hutchins et al. (1986). The term direct perception was first
applied in the context of interface design by Flach and Vicente (1989) as a way
to link the insights from Gibson’s theories of direct perception to the chal-
lenge of interface design. This was in conjunction with the evolution of the
construct of ecological interface design. The key to appreciating both terms
is the meaning of direct in relation to the construct of psychological distance or
ease of use.
Hutchins et al. (1986) write:

There are two separate and distinct aspects of the feeling of directness.
One involves a notion of the distance between one’s thoughts and the
physical requirements of the system under use. A short distance means
that the translation is simple and straightforward, that thoughts are read-
ily translated into the physical actions required by the system and that
the system output is in a form readily interpreted in terms of the goals
of interest to the user. We call this aspect “distance” to emphasize the
fact that directness is never a property of the interface alone, but involves
a relationship between the task the user has in mind and the way that
task can be accomplished via the interface. Here the critical issues involve
minimizing the effort required to bridge the gulf between the user’s goals
and the way they must be specified to the system. (pp. 93-94)

In essence, Hutchins et al. use psychological distance as a metaphor for
ease of use. The smaller the distance is (i.e., the more direct the interac-
tion is) the less demands will be placed on cognition. In simple terms, an
interface that is direct is one that makes it easier for humans to do their
tasks or to accomplish their goals. Again, in Hutchins and others” words:
“At the root of our approach is the assumption that the feeling of directness results
from the commitment of fewer cognitive resources” (p. 93). A second aspect of
directness identified by Hutchins et al. was the “qualitative felling of engage-
ment, the feeling that one is directly manipulating the objects of interest” (p. 94).
Another way to say this is the degree to which the controls and displays
of an interface are transparent relative to the problem being represented
or, alternatively, the degree of specificity or correspondence between
the behavior of the interface and behavior of the domain. In essence, as

© 2011 by Taylor & Francis Group, LLC



114 Display and Interface Design: Subtle Science, Exact Art

implied in the opening quotes, a direct representation is a high-fidelity
simulation of the domain.

Shneiderman (1982, p. 251) identified some of the properties of direct
manipulation interfaces that tend to reduce or ease cognitive demands:

continuous representation of the object of interest
physical actions or labeled button presses instead of complex syntax

rapid incremental reversible operations whose impact on the object of
interest is immediately visible

Note that Shneiderman’s recommendations address both perception (rep-
resentation of) and action (physical actions), so the original construct of direct
manipulation interfaces is one that spans both perception and action. This is
reinforced by Hutchins et al.,, who associate direct manipulation with both the
gulf of evaluation (perception) and the gulf of execution (manipulation). Thus,
in some senses, the two terms are redundant. That is, direct manipulation
and direct perception both refer to the direct coupling between perception
and action, which is exactly what Gibson was emphasizing as a fundamental
aspect of many of our natural interactions with the world. Thus, in our view
these terms are not distinct constructs, but rather simply two aspects of bridg-
ing the psychological distance between a human and a problem.

Despite this observation, we find that the ability to refer to one facet of this
overall dynamic serves to facilitate discussion. Throughout the remainder of
the book, we will be using both direct perception and direct manipulation to
refer to facets of interaction and principles of interface design. Moreover, we
see potential confusion between our use of these terms and the precedence
that was set by Shneiderman and Hutchins et al. Therefore, we begin at the
outset by being perfectly clear. When we use the term “direct perception,”
we will be referring to objects in the interface that directly specify domain or
ecological constraints and that are available to be perceived by an agent (sim-
ilar to what Hutchins et al. referred to as the gulf of evaluation). Conversely,
when we use the term “direct manipulation,” we will be referring to objects
in the interface that can be acted upon by an agent to control input to the
work domain (similar to the gulf of execution).

In this chapter we would like to present ecological interface design as a
natural extension of the intuitions of Shneiderman and Hutchins et al. The
common goal is to reduce the cognitive demands of work. And the common
intuition is that one powerful way to do this is to enrich the coupling between
perception and action. However, the challenge is how to achieve this goal.
The added value of the ecological interface design construct is to ground the
shared goals in the triadic framework. This means we need an explicit way
to analyze work domains in order to specify the objects of interest. We also
need an explicit model of cognition in order to specify what is easy and what
is hard. In other words, an ecological interface design approach begins with
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the proposition that unless you can specify the task demands on the one
hand and the cognitive abilities and limitations on the other hand, you can-
not begin to bridge the gulf between the two.

The point of ecological interface design is that reducing the psychologi-
cal distance between humans and complex problems is not simply a matter
of replacing text with graphics or of replacing typing with point-and-click
interactions. It is not simply a matter of changing the syntax in the interface;
rather, it demands attention to semantic issues (Bennett and Flach 1992). It
is not simply a matter of changing the mode of interaction (e.g., from menus
to icons; see associated discussion in Chapter 13). Rather, it is a matter of
organizing or chunking information in ways that respect the constraints of
the work domain and the cognitive constraints of the people doing the work.
Reducing psychological distance means improving the match between struc-
ture in the ecology (e.g., the patterns or regularities that limit possibilities in
the problem space) and the belief structure of the people involved (e.g., asso-
ciative networks that link awareness and action).

6.3 General Domain Constraints

An important distinction has been made with respect to the nature of the
ways in which work domains can be coupled with their users. At one extreme,
there are safety critical systems such as aviation and process control, where
the work is tightly constrained by physical laws on the work domain side
of the triad and by operators who are carefully selected and trained on the
cognitive agent side of the triad. At the other extreme are general purpose
domains such as libraries or office productivity tools, where the work domain
side of the triad is primarily constrained by functional purposes that may
differ from individual to individual and by operators who will be extremely
diverse in both their experiences and skill levels.
This continuum is reflected in the following observation:

The weight of the intentional constraints compared with the functional,
causal constraints can be used to characterize the regularity of different
work domains. In this respect, the properties of different work domains
represent a continuum. At the one end are located tightly coupled, tech-
nical systems the regularity of which have their origins in stable laws of
nature. At the other extreme are the systems in which the entire inten-
tional structure depends on an actual user’s own subjective preferences
and values. In the middle are a wide variety of systems which owe their
regularity to influences from formal, legal constraints as well as institu-
tional and social practices .... Thus the relationship between the causal
and intentional structuring of a work system and the degree to which
the intentionality of the system is embedded in the system or brought to
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play by the individual actor is an important characteristic. (Rasmussen
et al. 1994, p. 49; emphasis added)

Figure 6.3 illustrates this continuum. At one end, on the right-hand side,
are domains in which the primary determinants of the unfolding events
that occur are “law-driven” constraints (i.e., the causal, highly coupled,
and regular constraints of the system itself). Vicente (1999) called this end
of the continuum “correspondence-driven” domains. At the opposite end
of the continuum, on the left-hand side, are domains in which the primary
determinants of the unfolding events are “intent-driven” constraints (i.e., the
human agent’s needs, goals, and intentions). Vicente (1999) called this end
of the continuum “coherence-driven” domains. These fundamental distinc-
tions will be considered in greater detail.

6.3.1 Source of Regularity: Correspondence-Driven Domains

The relational invariants (or, alternatively, the behavior-shaping constraints)
of correspondence-driven domains arise primarily from immutable physical
laws of nature (e.g., thermodynamics, conservation of mass and energy) as
opposed to the intentions of the agents who are controlling them. Process
control (e.g., power generation) provides one category of this class of domains.
A process control system is designed to accomplish very specific goals (e.g.,

Domain Characteristics

Natural environment, Environment includes Work environment is highly
Assembly of loosely man-made tools and structured system; Tightly
connected elements artefacts, generally coupled, high hazard,
TaSk_ ) and objects low hazard, reversible, potentially irreversible,
Characteristics trial and error acceptable  trial and error unacceptable

Environment structured

by the actors’ intentions; Environment

rules and practices structured by
laws of nature

Detection, activation

Data collection

Fault diagnosis
in process plant

Medical
Situation analysis, diagnosis

diagnosis N N
. Information
Goal evaluation,

priority setting

Activity planning

Scheduling in

. manufacturing
Execution

Monitoring, verification
of plans and actions

FIGURE 6.3
Sources of regularity in work domains. (Adapted from Rasmussen, J., A. M. Pejtersen, and
L. P. Goodstein. 1994. Cognitive Systems Engineering. New York: John Wiley & Sons, Inc. With
permission.)
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produce energy) and to do so in a reasonably specific fashion. The various
parts of the system are both physically and functionally interconnected. That
is, the relational invariants of the domain are tightly coupled. As a result,
there is a high degree of causality in the system. In essence, the law-driven
constraints must be the fundamental consideration in interface design; the
goal is to design representations that accurately reflect them.

Of course, the information processing and strategic constraints of the oper-
ators cannot be ignored. Even in a domain that is primarily driven by the
laws of nature there will still be some level of discretion on the part of con-
trolling agents. Often, more than one resource and/or more than one strat-
egy can be used to accomplish a particular goal, and an agent may make a
choice based on subjective intentional constraints (e.g., personal preference).
However, some strategies may be more effective than others, and one consid-
eration in design might be to bias the cognitive agents intentionally toward
better choices. In summary, the causal constraints in law-driven domains
take precedence over the needs, goals, and intentions of the agents, but nei-
ther can be ignored

The ultimate goal for correspondence-driven domains is typically to shape
the awareness of the human operators so that it is possible to leverage the
physical constraints fully to reduce the information processing demands. For
example, to ensure that the pilots” understanding of aircraft or the nuclear
power plant operators’ understanding of the thermodynamic processes is
based on the deep structure (physical laws) that actually determines the
behavior of the system. The assumption is that the better the pilots or plant
operators understand the process being controlled, the easier it will be for
them to achieve their objectives and the easier it will be for them to diagnose
problems and adapt to unexpected events.

6.3.2 Source of Regularity: Coherence-Driven Domains

At the opposite end of the continuum are intent-driven domains such as
general information search and retrieval (e.g., the Internet) and consumer
electronic devices (e.g., mobile phones). This category of domains stands in
sharp contrast to law-driven domains: The behavior-shaping constraints are
loosely coupled to any physical laws. The unfolding events in these domains
depend more tightly upon the needs, goals, and intentions of the agents and
are therefore far less constrained by the physics of the work domain. In fact,
each agent may have different functional goals and even for the same agent
the functional goals may vary from one situation to another. For example,
it will be difficult, perhaps even impossible, to predict the Internet sites to
which an individual user will “surf” on any particular day or which book of
fiction a patron will find appealing on a particular visit to the library.

This category of domains also includes office productivity tools such as
calendars, e-mail programs, word processors, and spreadsheets. In these
cases, there is no single work domain guiding the design. It is more realistic
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to think of these as general purpose tools that can be used to support work
in many different domains. Thus, there is no single work ecology to be speci-
tied, but rather a diverse range of ecologies that reflect the different func-
tional goals of a wide range of potential users.

Thus, for coherence-driven domains, the strategic constraints (e.g.,
knowledge, values, motivations, beliefs, and strategies) take precedence as
the primary inspiration for the design of effective representations. Rather
than conforming to hard physical constraints, representations for coher-
ence-driven domains might be designed to support specific strategies that
have been shown to be generally effective. For example, the design of the
BookHouse interface was inspired by analysis of the different strategies used
by librarians to help people find interesting books (Pejtersen 1980, 1992).

The other important principle for coherence-driven domains will be consis-
tency. In the context of Rasmussen’s decision ladder discussed in Chapter 4,
the goal is to take advantage of previous associations or heuristics that peo-
ple bring to the interaction (i.e., semiotic system). The point is that a represen-
tation that is in line with people’s experiences (i.e., beliefs and expectations)
will be more coherent than one that is inconsistent with those expectations.
Thus, in designing general productivity tools, it may be very important to
consider the skills that people bring from experience with other similar
products or from legacy systems. Again, it is important to avoid mindless
consistency; however, it is also important to appreciate the skills and expec-
tations that people bring to the interface as a result of a history of interaction
with information technologies. The experience resulting from this history
should be respected and used to advantage when possible.

6.3.3 Summary

In summary, it is important to note that both types of constraints (law driven
and intent driven) will exist in all domains. What varies between domains is
the relative importance of each type of constraint in determining the unfold-
ing events that occur (i.e., the behavior of the overall system). This is rep-
resented graphically by the diagonal line that separates the two labels on
Figure 6.3: Placement of a work domain farther to the right-hand side indi-
cates an increasing role of law-driven constraints (and vice versa). The rela-
tive importance of these two general categories of constraints can be equal in
some domains (e.g., medical diagnosis and tactical operations in the military
are located in the middle of the continuum).

This continuum proves to be quite useful in categorizing various types of
work domains and in determining where a designer should look for inspira-
tion abouthow to structure a representation that will provide the best coupling
for a given semiotic system. For correspondence-driven domains, the domain
analysis to identify the nested means—ends constraints (typically illustrated
using an abstraction hierarchy) will be an important source for inspiration
about how to structure information. For coherence-driven domains, the
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analysis of the knowledge and heuristics that cognitive agents are likely to
employ (typically illustrated using the decision ladder) will often be a more
important source of inspiration about how to structure information.

Of course, it is dangerous to ignore either side of the triad when design-
ing the interface; however, depending on the nature of the work (law
driven or intent driven), it may be more productive to begin your search
for meaning on one side or the other of the semiotic system. However, it
will also be important to be open to discovering key sources of regular-
ity on both sides of the semiotic system as a particular problem or design
opportunity is iteratively explored. The ultimate goal is that the represen-
tation corresponds with the deep structure of the problems to be solved and
that it is coherent with respect to the expectations of the people working on
the problem.

6.4 General Interface Constraints

Having established fundamental distinctions between domains, we will
now consider fundamental distinctions between interfaces. Three funda-
mentally different types of representational formats are typically used in
the interface: analogical, metaphorical, and propositional (e.g., Woods 1997).
These three formats constitute alternative interface design strategies. All
three formats have a long history in the human—computer interaction (HCI)
and human factors literatures. The first two formats have often been (and
still are) used interchangeably; there was (and still is) considerable confu-
sion regarding the difference between them. We will clearly differentiate all
three interface design strategies and describe the factors that are relevant in
choosing between them.

6.4.1 Propositional Representations

The first representational form to be discussed is what Woods (1997) has
referred to as propositional. Klatzky (1980) provides a definition and an
example from the field of cognitive science:

In theories of memory, the principal alternative to a spacelike represen-
tation is called a propositional code. Such a code is like a digital clock
in that it adequately represents the corresponding stimulus, but it does
not do so by being analogous to it. It is more abstract than a picture,
and it is not continuous, but discrete. For example, the propositional
representation of two points in space might convey, “There is a point
1 at location xy, y;; there is a point 2 at location x,, y,.” It would indi-
cate the locations of the points, but it would not represent the space in
between. (p. 174)
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In terms of interface design, propositional representations refer to the use
of digital values (i.e, numbers), the alphabet (i.e., words and language), and
other forms of alpha-numeric labels. Propositional representations are com-
pact and precise. They capitalize on an extensive knowledge base. Chapanis
(1967) once referred to propositional representations as “a very large and
important area of human factors ... that is almost entirely neglected” (p. 1).
They provide the opportunity for the most detailed and precise representa-
tion of an ecology.

However, there is also a downside to the use of propositional representa-
tions. The relative merits of digital versus analog representations have a
long history (e.g., Hansen 1995; Bennett and Walters 2001). Note that in con-
trast to graphical representations, the mapping between symbol and refer-
ent is an arbitrary one for propositional representations. In general, due to
the symbolic nature of propositional representations, they will generally
not provide good support for either rule- or skill-based interactions. This
form of representation is generally the most computationally expensive in
terms of placing demands on knowledge-based processes. These processes
are needed to remember, to decode, to infer logically, or to compute the rela-
tions (e.g., distance in the Klatzky example) that are being represented by
the symbols.

Clearly, the overall trend in interface innovations is to move away from
propositional types of representations (e.g., command line interfaces) toward
graphical representations that exploit the powers of computer graphics and
the powers of human perception (graphical interfaces). For example, com-
pare the instruction manuals (which are, in fact, a propositional interface)
associated with early computer interfaces like the ASR 33 with the manu-
als for modern computers or other information technology like the iPhone®.
Innovations in graphical interfaces are clearly reducing the need for extensive
propositional representation in the form of large manuals (although propo-
sitional help menu systems remain components of most software). However,
propositional representations still have their place as an effective interface
design strategy.

6.4.2 Metaphors

The second representational form to be discussed is metaphor. When used
in a literary sense, the term metaphor refers to the comparison of one idea
or concept to another. When used in the interface, the term refers to an
interface design strategy that uses graphical images to represent various
objects or actions in a domain. When the images are small and can be acted
upon, they have typically been referred to as icons. Thus, the perceptual
component of an icon is a spatial metaphor (e.g., the representation of a
wastebasket on desktop operating systems). These images can range from
pictorial to abstract in nature; they are typically static representations.

© 2011 by Taylor & Francis Group, LLC



A Framework for Ecological Interface Design (EID) 121

Although icons can be dynamic through animation (painfully so on the
World Wide Web), the dynamic variations rarely represent meaningful
changes in the underlying domain. We will often use the term “local spa-
tial metaphor” in referring to an interface icon. The term “spatial meta-
phor” will also be used to refer to collections of icons and other graphical
images that provide higher order structure in the interface (but have no
action component).

Halasz and Moran (1982) provide some insight regarding the fundamental
purpose of metaphors:

Consider the nature of literary metaphor. When we say that “Turks fight
like tigers,” we mean only to convey that they are fierce and cunning
fighters, not that we should think about the Turks in terms of tigers. We
mean only to convey a point, not a whole system of thought—the tiger is
only a vehicle for expressing the concepts of ferociousness and cun-
ningness. Literary metaphor is simply a communication device meant
to make a point in passing. Once the point is made, the metaphor can be
discarded. (p. 385; emphasis original)

Additional insights are provided by Alty et al. (2000):

Literary theory characterizes the role of metaphor as the presentation of
one idea in terms of another ... . Critical to the power of metaphor is that
the convocation of ideas must involve some transformation, otherwise
there is simply analogy or juxtaposition and not the idea of metaphor.
Metaphors draw incomplete parallels between unlike things ... . Thus, in the
design of the Apple Macintosh interface, the real-world desktop acts as
a metaphor ... metaphors do not make explicit the relationship between
metaphor and functionality. Users actively construct the relationships
that comprise the metaphor during interaction with the system. (p. 303;
emphasis added)

These comments speak to the strengths and utility of the metaphor as an
interface design strategy. Metaphors are used to relate new and unknown
domains of application (e.g., deleting files from a computer) to more famil-
iar and well-known domains (e.g., interactions with a physical trash basket).
The overall purpose is to allow individuals who are relatively untrained and
naive to understand the new work domain by thinking about it in terms
of concepts with which they are already familiar. For example, Alty et al.
(2000) state that an interface with metaphors “seeds the constructive process
through which existing knowledge is transformed and applied to the novel
situation” (p. 303). Furthermore, metaphors are expressly designed to convey
limited similarities between a familiar and an unfamiliar domain (i.e., to
make a point in passing). They are not intended to support more complicated
forms of reasoning that rely upon detailed functional similarities between
the two domains.
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6.4.3 Analogies

The third representational form to be discussed is analogy. First consider
the traditional meaning of analogical representations in the interface. In this
sense, analogies, like metaphors, are used to relate unfamiliar aspects of a
new domain to more familiar domains. Halasz and Moran (1982) provide
a concrete example of analogy in the interface drawn from the domain of
personal computing:

Given the analogy, the new user can draw upon his knowledge about the
familiar situation in order to reason about the workings of the mysteri-
ous new computer system. For example, if the new user wants to under-
stand about how the computer file system works, he need only think
about how an office filing cabinet works and then carry over this same
way of thinking to the computer file system. (p. 383)

Gentner and her colleagues provide a comprehensive analysis of analogy
in their “structure-mapping theory of analogical thinking” (Gentner and
Gentner 1983; Gentner 1983; Gentner and Markman 1997). Gentner (1983)
provides a description of the basic aspects of this theory:

The analogical models used in science can be characterized as structure-
mappings between complex systems. Such an analogy conveys that like
relational systems hold within two different domains. The predicates
of the base domain (the known domain)—particularly the relations
that hold among the objects—can be applied in the target domain (the
domain of inquiry). Thus, a structure mapping analogy asserts that iden-
tical operations and relationships hold among nonidentical things. The
relational structure is preserved, but not the objects. (p. 102)

Thus, much like metaphors, analogies are used to relate familiar and unfa-
miliar domains. However, there are important differences. Specifically, an
analogy provides more than a simple point of similarity (or an “incomplete
parallel”); it provides clues regarding functional similarities between the
two domains (i.e., a system of thought). Thus, analogies tend to contain more
structure and can have the potential to support more complicated forms of
reasoning. In terms of Gentner and her colleagues, the objects in the unfa-
miliar domain will be expected to behave in the same way as the objects
in the familiar domain. Thus, knowledge about objects and relations in the
familiar domain can be used to draw inferences and to make predictions
about the behavior of the new domain.

6.4.4 Metaphor versus Analogy

As the previous sections indicate, there is a considerable amount of overlap
between metaphors and analogies. Not surprisingly, the distinction between
metaphors and analogies and their role in interface design has been the
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source of both confusion and debate over the years. For example, Carroll
and Mack (1999) simply dispense with the concept of analogy and subsume
it under metaphor:

In an effort to resolve issues regarding the underlying representational
mechanism of metaphor, the notion has been given definition in rela-
tively more structural terms .... A typical analysis is that of Gentner
(1980, 1983), who has developed a “structure-mapping” analysis of meta-
phor. This view interprets metaphor as a mapping between two (graph
theoretically expressed) domains. (p. 387)

Alty et al. (and probably Gentner as well) would clearly not agree (2000):

Although many designers believe they are using metaphor in their
designs, many current so-called “metaphor-based” interface systems
actually adopt analogical or model-based approaches. These techniques employ
direct mappings. (p. 303; emphasis added)

To summarize the literature, the human—-computer interface design
community has adopted metaphors as a fundamental design construct
and has abandoned analogy as a construct. The basic problem appears
to be the inherent difficulties in “reasoning by analogy.” The utility of
an analogy will depend upon the quality of the structural mapping
between the familiar domain and the new domain. If there are sufficient
similarities between domains, then the analogy is likely to be helpful in
understanding the new domain. However, even when the quality of this
mapping is high, the analogy will eventually break down. There are at
least two ways in which this may occur. First, the familiar domain may
suggest relations or properties that do not hold true in the new domain.
Conversely, relations or properties that are important in the new domain
may not naturally be suggested by the analogy. Halasz and Moran (1982)
summarized these concerns early on:

Computer systems are unique. The tasks they carry out may often be
familiar, but their underlying conceptual structures are not. The basic
problem with analogical models is that they attempt to represent this
conceptual structure with familiar concepts that are fundamentally
inappropriate for representing computer systems ... analogy is dan-
gerous when used for detailed reasoning about computer systems. (pp.
384-386)

6.4.5 Analog (versus Digital)

When we use the term “analogical” to describe a type of representational
form, we are emphasizing a slightly different meaning of the word than
suggested in the previous sections. We use it to refer to representations
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that literally have analog properties: A continuous incremental change in
a domain variable or property is reflected by a corresponding continuous
and incremental change in its graphical representation. For example, a watch
with hands constitutes an analog representation (continuous, incremental
changes). In contrast, a watch with numbers provides a digital representa-
tion (a propositional representation with discrete changes). Our use of the
term analogical is consistent with Woods’s observation (1991) that “in analogi-
cal representation the structure and behavior of the representation ... is related to the
structure and behavior of what is being represented. This means that perceptions
about the form of representation correspond to judgments about the under-
lying semantics” (p. 185).

Note that these analog representations also qualify as analogies in the
sense suggested by Gentner and the HCI design community. The objects in
the interface (i.e., dynamic, abstract geometrical forms like a bar graph) are
clearly distinct from the actual objects in the domain. Therefore, reasoning
about the domain on the basis of these representations constitutes a form of
reasoning by analogy. Unlike metaphors, these analogical representations are
specifically designed to support detailed reasoning about the work domain
(i.e., to provide a system of thought). The success of an interface designed
with analogical representations will, in fact, depend upon the quality of the
mapping (i.e., structural mapping, specificity) between it and the domain.

6.5 Interface Design Strategies

In this section we integrate the previous discussions on general types of
domains and general types of representations into a broad framework for
ecological interface design. The practical differences between metaphor and
analogy make more sense in the context of the triadic semiotic system. With
an interface design based on metaphor, the focus tends to be on the general
strategies of the cognitive agent. That is, the goal is to help the agent to trans-
fer skills and strategies associated with the metaphor to the target domain of
application. Thus, the desktop metaphor is designed to help people to gener-
alize knowledge about manipulations of files and folders in an office to the
domain of managing computer files.

With an interface design based on analogy, the focus tends to be on the
structure within the problem space or work domain. In this sense, the anal-
ogy is an explicit model of the work domain so that relations and changes
in the model correspond to relations and changes in the underlying work
domain. Typically, the analogy provides a “concrete” visualization of domain
constraints that would not otherwise be apparent.

Figure 6.4 illustrates how the concepts of metaphor and analogy map onto
the relative constraints associated with the work domain (problem structure)
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This space illustrates the interaction between the ecology (problem structure) and awareness
(skill) components of the triadic semiotic system. Three general approaches to interface design
(metaphorical, analogical, and propositional representations) are associated with different
regions of this space. For example, metaphorical representations typically have only a surface
relation with the domain constraints, but tap into general skills of the user population. On
the other hand, analogical representations tend to provide explicit models of work ecologies
in order to make the domain structure salient to operators. Propositional representations tap
general abilities (i.e., reading), but do not leverage more specialized skills tuned to specific
structures of a work domain.

and the cognitive agents (ability). Metaphors tend to connect to the domain
at a superficial or surface level; however, they typically tap into very gen-
eral strategies of operators. Thus, metaphors will typically be most useful
for intent-driven domains to the extent that they can tap into general skills
shared by the user population. In terms of Rasmussen’s (1986) semiotic dis-
tinctions, metaphors will typically function as signs and thus will generally
support rule-based interactions.
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Analogies, on the other hand, tend to be better for tapping into the deep
structure of a domain in a way that can attune the skills of operators to the
demands of that domain. Particularly, in complex law-driven domains, sig-
nificant training may be required so that operators can appreciate and lever-
age the power of the analogy against the problem domain. If the structural
mapping is good, then analogies can function as signals. Thus, analogies
offer the possibility of supporting skill-based interactions.

Propositional representations are also illustrated in Figure 6.4. These rep-
resentations tap into general language abilities (assumed of most operators)
and the associated representation in Figure 6.4 suggests a general utility.
Command-line interfaces use propositional representations exclusively, and
they are still in use today (e.g.,, UNIX). These interfaces offer some advan-
tages relative to graphical interfaces: “There is power in the abstractions that
language provides” (Hutchins et al. 1986, p. 96). For example, it is easier to
delete a group of files with a particular extension interspersed with other
types of files using a UNIX command as opposed to direct manipulation.
But it takes a lot of time and training to harness that power.

With today’s graphical interfaces, propositional representations are becom-
ing much like the figurative fingers in the dike: to plug in holes or cracks not
filled by the metaphorical or analogical graphic displays. Thus, as will be dis-
cussed in later chapters, propositional representations can be an important
source of information when they are configured within metaphorical and
analogical forms of representations. The following sections will explore the
two primary interface design strategies, analogy and metaphor, in greater
detail.

6.6 Ecological Interface Design: Correspondence-Driven
Domains

The constraints in correspondence-driven domains have a high degree of
regularity (i.e., they are tightly coupled and law driven). The agent must
consider the causal relations that exist within the inherent structure of
the domain (e.g., goals, functions, physical makeup) if it is to be controlled
properly. In such domains, agents will typically be trained extensively to
have relatively similar levels of skills, rules, and knowledge, as mandated
by the complexities and inherent risks often associated with these domains.
It follows, then, that the interface must incorporate representations of this
structure if it is to provide effective decision-making and problem-solving
support. What is needed in the interface are detailed analogies of the domain
constraints; this is typically done using abstract geometric forms that are
situated within performance boundaries and that dynamically change in
concert with changes in the underlying domain.
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Consider a simple example from process control. Temperature may be an
important state variable. However, a digital display of temperature alone
would not support direct perception since it is not related to critical action
boundaries. This context would have to be supplied by some cognitive agent
(e.g, remembering that a particular temperature is critical). On the other
hand, an analog display that maintained a compatible relationship with a
control device and included explicit representations of critical boundaries
(e.g., normal operating regions) would allow direct perception in which the
functional constraints could be represented explicitly. Thus, the operator
does not need to see temperature; rather, she needs to see where temperature
is with regard to the critical boundaries. Is the system in the intended oper-
ating regions? Is it approaching instability? This can be further improved if
the temperature graphic were explicitly linked to the controls for regulating
it. The interface would then also support direct manipulation—for example,
by click-and-drag operations performed directly on the temperature icon to
specify commands to reduce or increase the temperature.

If the critical boundaries are a function of a single state variable, then
building direct perception interfaces can be a trivial exercise. In many cases,
the problem reduces to a one-dimensional compensatory or pursuit-tracking
task. However, in complex systems, critical action boundaries will be deter-
mined by the interaction of multiple state variables. The stability of the pro-
cess will depend on temperature, pressure, concentrations of chemicals, and
the rate of change of these concentrations. Further complicating the problem
is the fact that, as noted earlier, the constraints of the system will be defined
at various levels of abstraction and aggregation. In other words, there will be
a hierarchical nesting of affordances that are defined by the domain. Each of
the different levels will have its own critical action boundaries and its own
time scale. How can these complex interactions and multiple intention levels
be integrated in a way that allows direct perception?

6.6.1 Nested Hierarchies

Natural environments are also characterized by multiple interacting vari-
ables and levels of abstraction. In describing the terrestrial environment,
Gibson (1979) noted that “there are forms within forms both up and down
the scale of size. Units are nested within larger units. Things are components
of other things. They would constitute a hierarchy except that this hierar-
chy is not categorical but full of transitions and overlaps” (p. 9). Direct per-
ception is possible because this nesting of structure in the environment is
revealed in an ambient optic array that preserves this nested structure. “If
a surface is composed of units nested within larger units, its optic array is
composed of solid angles nested within larger solid angles” (Gibson 1979, p.
108). In fact, a hierarchy of structure can be identified within the optic array.
Local invariants can be nested within higher order invariants, which can in
turn be nested within global invariants.
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Workspace: Environment
Places arranged in a geography
Global Spatial Layout
Spatial configuration and Navigational Paths (between places)

Views: Places
Analogies arranged in a setting
Global Dynamic Pattern
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Geometrical Shapes
Intermediate Dynamic Pattern
Flow Variation & Invariance
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FIGURE 6.5
The hierarchically nested, analogical display geometries required to support direct perception
by a cognitive agent in complex law-driven domains.

Displays and interfaces can also be characterized by multiple interacting
variables and nested hierarchies. Figure 6.5 illustrates the nested hierarchies
of graphical information (adapted from Woods 1997) in the interface of a
law-driven domain. Pixels will configure to produce meaningful, low-level
patterns such as lines and curves (i.e,, graphical atoms). Graphical atoms
(e.g., two lines) will configure to produce graphical fragments (i.e.,, emergent
features) with higher order emergent properties (e.g., angles). Collections of
graphical fragments will produce analog, geometric forms such as Coekin’s
(1970) polar star display. Several configural displays may be required to pro-
vide views that testify with regard to higher level aspects of the domain (i.e.,
functions, subsystems, modes). Finally, collections of views constitute the
work space that specifies the system in its entirety. Each level will be nested
within adjacent levels, producing local invariants, higher order invariants,
and global invariants up and down the complete hierarchy.

The concepts of higher order and global invariants are similar to the
concepts of configural and emergent features from research on perceptual
organization (e.g., Pomerantz 1986). Treisman (1986) wrote a fairly compre-
hensive review of perceptual organization and cognition. In this review,
she observed that “if an object is complex, the perceptual description we
form may be hierarchically structured, with global entities defined by sub-
ordinate elements and subordinate elements related to each other by the
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global description” (p. 35.54). This description of hierarchical organization
in perception mirrors Rasmussen’s abstraction hierarchy. These two hier-
archies (perceptual and functional) may provide a basis for a new theory
of compatibility for display design. A compatible interface for complex sys-
tem control is one where the hierarchical organization engendered by the
representation matches the hierarchical organization of function (i.e., the
abstraction hierarchy).

6.6.2 Nested Hierarchies in the Interface: Analogical Representations

Direct perception in complex human-machine systems will require visual
representations that contain global invariants (configural properties) that
map to high levels in the abstraction hierarchy and elements that map to
lower levels of the abstraction hierarchy. This will provide a most fluent and
effective means for communication with a controller. It will provide a basis
for the operator “seeing” how actions relate to higher level functions (why)
and to lower level physical instantiations (how).

This principle for mapping organizational structure within a representation
to functional structure within a work domain is illustrated in Figure 6.6. In this
scheme, global invariants are used to provide the global perspective required
of high levels in the abstraction hierarchy. This structure should reveal critical
action boundaries with regard to the functional purpose of the system.

The polar coordinate display (Woods, Wise, and Hanes 1981) designed for
nuclear power plant control rooms provides an illustration of how this might
be accomplished (see Figure 6.7). In this display, over 100 state variables are
represented as the eight vertices of an octagon. The display is scaled so that,
when the plant is in a normal state, the configuration of variables produces
a symmetrical geometric form. A break in the domain constraints (i.e., a fail-
ure) produces a break in the geometrical form. The polar coordinate display

Domain Interface Agent

Direct attention t What Should be
Functional Purpose Global Invariants ) Altr_eclg fen 1or:_ Oy How Subsystems are
critical information Related to Goals

Reveal patterns of
- — _interactions [ How Subsystems
CH1gher Order Invariants) among state - Interact

variables

Abstract Function

Provide information

. — __for specific - Status of
- - C Display Elements ) — e Varables > Subsystems
Physical Function

FIGURE 6.6
The mapping of the semantics of a work domain, as characterized by levels within the abstrac-
tion hierarchy, onto nested display geometries to allow direct perception by a cognitive agent.

i
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The polar graphic display format. (Adapted from Schaefer, W. E. et al. June 23, 1987. Generating
complex process plant, United States
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was designed so that specific types of asymmetries specify specific types
of failures. We have referred to this general type of representational format
as a configural display (Bennett and Flach 1992), borrowing terms from the
perceptual organization literature.

Higher order invariants in configural displays should be chosen so that
patterns of interactions among state variables are revealed. For example, state
variables that are tightly coupled should be perceptually linked and func-
tionally related variables might be positioned on adjacent or perhaps oppo-
site vertices in the polar coordinate display. Thus, the interactions among
variables can be graphically revealed. However, note that great care must be
taken to ensure that the graphical interactions produced by the display are
meaningful in terms of the underlying domain semantics (see the associated
discussions in Chapters 8 through 11). Finally, local elements should provide
information for lower level data, thereby directing attention to critical infor-
mation at lower levels of abstraction. In the polar coordinate display, position
of a vertex provides this information.

The key to direct perception is the perceptual coordination across the lev-
els of global, higher order, and local invariants of both the configural dis-
play and the underlying domain. The nested hierarchy of invariants in the
domain (e.g., goals, properties, functions, and physical components) must be
reflected in the nested hierarchy of invariants in the graphical representations
(e.g., overall shape, contours, line orientations, and individual vertices). The
quality of this mapping (i.e., the specificity of the display with regard to
the underlying domain) will determine the effectiveness of the display. In
the polar coordinate display, some, but not all, of this coordination is accom-
plished through nested structure within a single geometric form.

As suggested by this analysis, a single geometric display (i.e., a form) or
even collections of graphical forms in a single window (i.e., a view) will not
be sufficient for monitoring and control of a complex system; several or many
windows of information will be required. This will be particularly true when
the functional purposes of the system are diverse. However, the prescription
for design remains the same. Direct perception will be possible to the extent
that a global invariant can be designed that directs attention and links func-
tions across the various views.

Woods'’s (1984) discussion of “visual momentum” addresses the problem
of maintaining a global perspective over multiple views or windows to avoid
“keyhole effects.” For complex work domains, it may be impossible to include
a complete representation of the work domain in a single window. For exam-
ple, in a complex military command and control setting, it can be impos-
sible to include all the important entities in a single representation: One view
might be optimized with respect to time constraints (e.g., a time line or Gantt
chart representation), while other views might reflect spatial constraints (e.g.,
situation map displays). For large operations, it may be impossible to show
all the different assets (e.g., air, land, and sea forces) on a single map without
that map becoming a cluttered jumble of noise.
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Thus, in designing the interface, consideration must be given to transi-
tions between windows and to the challenge of navigating across multiple
perspectives on the work space. Woods (1984) suggests the metaphor of a
well-cut versus poorly-cut film to illustrate this challenge. The goal is that
a multiwindow interface be designed like a well-cut film so that the tran-
sitions from one view to another provide a logical flow, where each win-
dow provides a meaningful context for the others. The main point here is to
recognize that when an interface is configured, it is important not to think
exclusively in terms of spatial relations within a window. In many cases, it
will be important to think about the dynamic relations (i.e., over time) across
multiple windows (and perhaps across multiple modalities as well). Chapter
15 delves more deeply into the construct of visual momentum.

6.7 Ecological Interface Design: Coherence-Driven Domains

As described previously, the behavior-shaping constraints of coherence-
driven domains are fundamentally different from those for correspondence-
driven domains. In these work domains, the goals and intentions of the user
play a far more predominant role in the events that unfold (hence, the use
of the term intent-driven). The element of physical causality is missing and
these constraints are much more loosely coupled. For example, the exact book
of fiction that a particular library patron will choose to read on a particular
day is far less predictable (i.e, far less regular) than the level of a reservoir
in a process control system. Furthermore, the skills, rules, and knowledge of
the agents interacting with these intent-driven domains will not be similar.
The agents will typically be untrained and infrequent users of the system
who are of all ages and from all walks of life. The interface will need to sup-
port a wide variety of knowledge about the particular domain and about
interfaces and computers in general.

The appropriate interface design strategy for intent-driven domains is the
use of metaphors. As described earlier, the purpose of metaphors is to sup-
port novice or infrequent users by relating the requirements for interaction
to concepts or activities that are already familiar. For example, variations of
the lock metaphor are often used to indicate that the value of some param-
eter or object in the interface (e.g., security settings, properties of graphics,
etc.) either can (open lock) or cannot (closed lock) be changed. Although the
specific techniques used in interface design are dissimilar (i.e., metaphors
vs. analogy), the overall approach and goals for designing effective virtual
ecologies for intent-driven domains are very similar to those for law-driven
domains.
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6.7.1 Objective Properties: Effectivities

In principle, the starting point, once again, is to understand the objective
properties of the work domain. However, when designing for intent-driven
domains, there generally is not a well-established physics of the problem
space. In these cases, the best guess about the physics is typically the judg-
ment of domain experts. Thus, the innovations in these domains are often
based on an analysis of the strategies that domain experts use.

For example, Pejtersen (1992) developed a computerized database and
retrieval system (the BookHouse) to help library patrons find books of fic-
tion to read (a clearly intent-driven domain). Much of the work analysis in
the design of the BookHouse interface focused on the strategies that expert
librarians used to help identify interesting books. The ecology of this work
domain ultimately boils down to the fundamental ways in which books of
fiction can vary (i.e., the meaningful distinctions between them). It is an
abstract categorical structure, as opposed to the physical causal structure
that typifies law-driven domains. Nonetheless, it is the landscape upon
which a search for any book of fiction can be conducted. These strategies
became the basis for the AMP classification scheme for fiction developed by
Pejtersen (e.g., 1980).

Subjectively, the AMP classification scheme specifies the differences
between works of fiction that the librarians judged would be meaningful to a
reader (i.e., reflect differences that are important with respect to preferences
or choices among books). The basic dimensions of the classification scheme
are illustrated in the middle column of Figure 6.8. These dimensions include
why the author wrote the book (to educate, to scare), the way in which it was
written (literary style), its setting (the context), what happens (the course of
events), and its readability (font size, reading level). The relationship between
these objective dimensions and the needs and intentions of the reader are
made explicit in the right column of Figure 6.8.

Finally, each of these dimensions possesses a level of abstraction that cor-
responds to a category in the abstraction hierarchy, as illustrated in the left
column of Figure 6.8. Thus, the domain semantics also reflect the nested
hierarchies (local, higher order, and global invariants) that were described
in the previous section for law-driven domains. Note that this is a model of
the work domain, but not a model from the perspective of a classical physical
analysis: It is a perspective derived from the strategies of expert librarians.
In essence, for intent-driven domains, the judgments of experts may provide
our best guesses about the nature of the underlying domain constraints.

This classification scheme, based on domain semantics, is a key compo-
nent in assisting library patrons in finding a book of interest. Each book in a
library’s stock is indexed in terms of each classification dimensionand arecord
is incorporated into a database in the BookHouse system. A patron locates
a book of interest by conducting a database search defined by the specifica-
tion of a particular descriptor within one or more of these dimensions. This
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The AMP classification scheme developed by Pejtersen to describe the ecology of fictional
books. Placed in the context of the abstraction hierarchy and corresponding user needs/inten-
tions. (Adapted from Rasmussen, J., A. M. Pejtersen, and L. P. Goodstein. 1994. Cognitive Systems
Engineering. New York: John Wiley & Sons, Inc. With permission.)

type of search is based on meaning as opposed to convenience. Compare it to
the traditional computerized search based on relatively meaningless biblio-
graphical data. The classification scheme enables “requests for specific sub-
jects in fiction like ‘exciting books about everyday life of children on farms
in Guatemala’ or ‘critical books about physical demands in modern sports””
(Rasmussen et al. 1994, p. 239).

6.7.2 Nested Hierarchies in the Interface:
Metaphorical Representations

The design of interfaces for coherence-driven domains poses a different
set of problems from those of the equivalent process for correspondence-
driven domains. One does not have the luxury of well-trained, knowledge-
able, and homogeneous agents interacting with the system. As a result, it is
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FIGURE 6.9
The hierarchically nested, metaphorical display imagery required to support direct perception
by a cognitive agent in intent-driven domains.

absolutely essential that the system be designed so that it is both intuitive
to learn and easy to use. The interface is the primary means to achieve
that goal. Thus, a fundamental challenge in interface design for intent-
driven domains is to leverage existing conceptual knowledge and skills
common to the diverse set of humans who will use the system. Specifically,
the objects, activities, and sequences of events that are required as con-
trol input in the work domain should be related to commonplace, normal
objects and activities encountered and executed in everyday life to allow
maximum transfer of skills from everyday experience to the task.

Figure 6.9 illustrates the hierarchical nesting of visual information in inter-
faces for intent-driven domains. This figure replicates Figure 6.5 (law-driven
domains); the major difference is that metaphorical representations have
been substituted for analogical representations. This basic representational
form is used to represent higher order invariants. In addition, coordinated
sets of spatial metaphors at multiple levels of granularity will be required.
Collections of metaphors will be arranged in places. These collections will
represent the various objects and actions that are required to complete
activities in the domain. Finally, collections of places will be required to rep-
resent the modes, functions, or subsystems of complex work domains (the
work space). This introduces the requirement to navigate between different
screens in the interface. A global metaphor will be required to organize the
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overall work space and to relate the various places (thereby facilitating navi-
gation or visual momentum).

The exact form that the metaphors, places, and environments take in the
interface of an intent-driven domain will vary. Once again, the BookHouse
system will be used to provide one concrete example. The interface consists
of hierarchically nested metaphorical representations. The global metaphor
of a virtual library was chosen to organize the overall interface at the work
space level (i.e., the virtual environment). The act of finding a book of fiction
is equated to the process of navigating through this virtual space. The vari-
ous activities that are required to find a book (e.g., narrow down a search;
implement a search strategy) are related to substructures within the overall
virtual space. Thus, a patron chooses a subset of books or a different search
strategy by navigating through different rooms (places) in the virtual library
(environment). Finally, the details required to execute a specific search are
related to items within a substructure.

Thus, a patron specifies a search parameter (e.g., time frame) by manipu-
lating an object (a metaphor) in a room (a place). Note that we are not nec-
essarily recommending virtual three-dimensional spaces like the library
metaphor used in the BookHouse. Rather, we are recommending a nested
organization of functions within the interface space, which in many contexts
may be accomplished with a simple two-dimensional space.

Thus, these hierarchically nested metaphors capitalize upon familiar con-
ceptual knowledge and skills by relating the structure and function of the
new library retrieval system to objects and activities with which almost all
patrons will be familiar. The lower level metaphors (e.g., a globe to represent
geographical setting) are designed to provide an associative link between
the objects or actions that are needed in the work domain (unfamiliar) and
preexisting concepts in semantic memory (familiar). At a higher level, the
global metaphors map the actions required to interact with the system onto
a set of common, natural activities (i.e., locomotion through a spatial ecol-
ogy) that people have become naturally skilled at accomplishing through
the ages. Almost all library patrons will have a wealth of experience and
conceptual knowledge about navigating through buildings or other spatial
structures. Thus, the sequence of events and activities required to conduct
searches of the database are crafted to be similar to commonplace, normal
activities carried out constantly in everyday life.

6.8 Summary

Atthe end of Chapter 2 we outlined general approaches to cognition and inter-
face design and briefly discussed some of the confusion regarding ecologi-
cal research (e.g., the “ecological” research conducted on Mount McKinley).
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Exactly what constitutes an ecological interface has also been a source of some
confusion. In Chapters 2 through 6 we have provided more details regard-
ing cognitive systems engineering and the ecological approach to interface
design and are now in a position to address this issue more completely.

One common misconception is that the definition of an ecological interface
is one that relates interactional requirements to activities that are more “nat-
ural.” From this perspective, the BookHouse interface is ecological because
the process of finding a book has been translated into the act of navigating
through a virtual ecology. This aspect is certainly consistent with Gibson’s
approach to ecological psychology and is clearly a contributing factor.
However, we believe that the defining characteristic of an ecological interface
is that it has been explicitly designed on the basis of a detailed understanding
of the work ecology. In the case of the BookHouse interface, this translates
into the fact that its foundation lies in the sources of regularity in the domain
of fiction (i.e., the dimensions of the AMP classification framework).

Thus, it is not the graphical metaphor that makes the BookHouse ecologi-
cal, but rather the detailed work analysis to identify the meaningful ways to
distinguish among works of fiction. In other words, the detailed knowledge
elicitation with librarians to identify what differences make a difference in
terms of the problem of searching for interesting books is the key to the eco-
logical nature of the BookHouse. The virtual library metaphor is one way to
make those distinctions salient to people, but we posit that such a graphical
interface would be impotent without the structure derived from the work
analysis.

In summary, we have conceptualized interface design as the process of
constraint mapping between three high-level system components (domain,
agent, interface). The general interface design strategy that is most effective
(i.e, metaphors vs. analogies) will depend upon the nature of the constraints
that are contributed by the domain and the agent. However, the overall goals
of interface design are central to both strategies: to support direct percep-
tion and manipulation and to maintain an intact perception—action loop—in
other words, to support skill-based and rule-based forms of interaction. To
do so, the objective properties of the domain must be represented in a way
that makes them salient to the agents. Direct perception must be supported
by building a representation that reflects the nested structure across levels of
abstraction and aggregation that characterize the work environment. That is,
the interface must provide global and local structure (or invariants) in the represen-
tation that correspond to the inherent structure in the domain and that specify the
potential for action in relation to goals and values.

The nuances of design associated with these overall goals will be explored
in subsequent chapters. Several caveats to the topics introduced in this chap-
ter are in order. Although propositional formats were described as a funda-
mental representation type, they are not listed as a primary interface design
strategy because propositional representations are used most effectively as
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a complement to both analogies and metaphors, rather than as the primary
choice of representation (although this often happens, unfortunately).

Furthermore, analogies and metaphors have been presented in an either—or
fashion. In practice, the distinction between them can blur; effective inter-
faces will often be constructed from all three representational types. For
us, the practically most important distinction between analogy and metaphor is
best seen in the context of the semiotic triad; with metaphor, the emphasis is on
tapping into general skills of the agent that can be leveraged against a problem and,
with analogy, the emphasis is on making the deep structure of the domain salient.
The common goal is to enhance coordination within the overall semiotic
system.

Finally, this chapter has emphasized the need to support skill-based
behaviors in interface design. This is rightly so because the leveraging of
powerful perception—action skills of the human agent lies at the heart of
effective interface design. However, it is still very important to support rule-
and knowledge-based behaviors.

Thus, we want to close by considering ecological interface design (EID) in
relation to knowledge-based processing. In describing the semiotic dynamic of
meaning processing, we noted the two conjoint perspectives on the dynamic
(1) as a control system and/or (2) as an observer/abductive system. This raises
two functional roles for direct perception/manipulation. In the context of
control, the function of manipulation is to get to the goal. This has been the
focus of most of the discussion in this chapter and is typically the focus of
discussions of direct manipulation. The key here is direct feedback relative
to progress toward the goal. However, with respect to knowledge-based pro-
cessing, the context of observation or abduction becomes very important. This
also reflects Shneiderman’s third attribute of direct manipulation (i.e., revers-
ible operations). In this context, the role of manipulation is exploratory. That
is, manipulations are experiments on the interface. Thus, the function of the
manipulation is to test hypotheses about the system or to learn about the sys-
tem; this is a knowledge-based activity.

Skill- and rule-based interactions will typically evolve as the result of
interactions with structured environments. However, no matter how struc-
tured the environment is, some initial learning or experience will generally
be required. Thus, early interactions will demand some degree of knowl-
edge-based processing. In this context, an ecological or a direct manipula-
tion interface is one that supports trial-and-error learning. There are two
aspects that will be important to this learning by doing.

First, there should be salient associations between the actions and the con-
sequences of those actions (explicit feedback). Second, actions that lead to
undesirable consequences should be reversible. Note that especially in high-
risk, correspondence-driven domains, this will not always be possible. In
these cases, not only will feedback be important, but feed forward will also
be important so that the crossing of irreversible boundaries can be speci-
fied well in advance, when there is still an opportunity for correction. In
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domains where there is little risk, interfaces that encourage exploration and
trial-and-error experiments may be more engaging and more inclined to sup-
port human creativity and discovery. In domains where there is great risk,
extensive training (perhaps using high-fidelity simulators) will be required
as an important complement to ecological interface design.
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Display Design: Building a Conceptual Base

7.1 Introduction

Another feature of the Wright brothers’ creative thought process that
figured prominently in their advance toward powered flight was the
great extent to which they used graphic mental imagery to conceptual-
ize basic structures and mechanisms, even aerodynamic theory. Wilbur
and Orville’s facility for nonverbal thought was among the most prevalent
and salient aspects of their inventive method. (Jakab 1990, pp. 4-5; empha-
sis added)

The process of building human-computer interfaces is one that involves the
construction of visualization to support productive thinking, as described in
Chapter 6. The fundamental challenge lies in the design of graphical repre-
sentations (i.e., visual displays). This is a very complicated endeavor and it is
not surprising that researchers have considered it from a variety of concep-
tual perspectives. The purpose of this chapter is to review and critique some
of these perspectives. Each was chosen because it emphasizes a particular
facet of effective display design and provides valuable insights. It is also true,
at least in our opinion, that each perspective has some limitations, which
will also be described briefly. The focus of the chapter is somewhat skewed
toward issues in the design of analogical representations. However, over-
arching issues that are relevant for all representations are also considered. In
summary, the goal of this chapter is to provide a broad introduction to and a
foundation for effective interface design.

Several of the graphical displays in the following sections use variables
from a simple process control system that is illustrated in Figure 7.1 This
system has a reservoir for storing liquid, two input streams, and an output
stream. The measured variables associated with this system are the valve
settings (V,, V,, and V;) and flow rates (I, I, and O) associated with each
stream and the reservoir level (R). The system also has one goal for reservoir
volume (G,) and another for mass output (G,). A more detailed description is
provided in Chapter 10.
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V3

K

FIGURE 7.1

A simple process control system and its measured variables. (Adapted with permission from
Bennett, K. B, A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics,
ed. G. Salvendy. New York: John Wiley & Sons. All rights reserved.)

7.2 Psychophysical Approach

The first perspective on display design to be considered is that of Cleveland
and his colleagues (Cleveland and McGill 1984, 1985; Cleveland 1985). Their
goal was to develop a “scientific basis for graphing data” (Cleveland 1985,
p- 229). This approach has its roots in psychophysics, drawing upon that
discipline’s empirical data, principles (e.g., Weber’s law, Stevens’s law), and
experimental methodologies. In terms of the global conceptual distinctions
outlined in Chapter 2, this approach is clearly a dyadic one: The primary
consideration is the relationship between the physical properties of repre-
sentations and the perceptual capabilities of the observers (i.e., their ability
to extract quantitative information from those representations). Consider the
following quotation (Cleveland 1985):

When a graph is constructed, quantitative and categorical information
is encoded by symbols, geometry, and color. Graphical perception is the
visual decoding of this encoded information. Graphical perception is
the vital link, the raison d’etre, of the graph. No matter how intelligent
the choice of information, no matter how ingenious the encoding of the
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information, and no matter how technologically impressive the produc-
tion, a graph is a failure if the visual decoding fails. To have a scien-
tific basis for graphing data, graphical perception must be understood.
Informed decisions about how to encode data must be based on knowl-
edge of the visual decoding process. (p. 229)

Issues in the design of graphical representations were studied using
psychophysical methodologies. For example, Cleveland and McGill (1984)
encoded the same quantitative information into alternative graphical repre-
sentations that required discriminations involving alternative “elementary
graphical perception” tasks, as illustrated in Figure 7.2. The participants
were given a “standard” display (see the examples labeled “1” in Figure 7.2a
through 7.2f) that graphically illustrated a value of 100%. Participants were
then provided with “reference” displays (see the examples labeled “2,” “3,”
and “4” in Figure 7.2a through 7.2f) that graphically illustrated some por-
tion of the standard (e.g., examples 2, 3, and 4 portray 25, 75, and 50% of the
standard, respectively). The participants’ task was to provide a quantitative
estimate of the percentage.

7.2.1 Elementary Graphical Perception Tasks

The results of these and similar evaluations were used to develop princi-
ples of display design. Performance on the elementary graphical perception
tasks was ranked in the following order (from best to worst): position along
a common scale (Figure 7.2a); position along identical, nonaligned scales
(Figure 7.2b); length (Figure 7.2¢); slope (Figure 7.2d)/angle (Figure 7.2¢); area
(Figure 7.2f); volume; and color hue color saturation/density (Cleveland
1985, p. 254).

The resulting principles of design are relatively straightforward: The
designer should choose the highest ranking visual features available when a
graphical representation is built. For example, consider the choice between a
bar chart (Figure 7.3) and a pie chart (Figure 7.4). The bar chart would be the
preferred representational format because it involves judging position along
a common scale (i.e., the vertical extent of the various bar graphs), which is
ranked at the top of the list.

In summary, the work of Cleveland and his colleagues provides designers
with useful information about the dyadic relationships between display and
observer (i.e., factors that influence the quality of format mapping). Their
principles of design can be used to make informed decisions with regard
to basic representational formats that should be used and those that should
be avoided. For example, the displays that we have developed for process
control (Figure 7.5 and Chapter 10) and for military command and control
(Chapter 14) make extensive use of bar graph displays to represent the value
of individual variables.
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FIGURE 7.2

Stimuli used to evaluate performance at various elementary graphical perception tasks.
(Adapted with permission from Cleveland, W. S. 1985. The Elements of Graphing Data. Belmont,
CA: Wadsworth. All rights reserved.)
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FIGURE 7.3

A bar graph display. It is a well-designed graphic because it involves the elementary graphical
perception task that Cleveland identified (position along a common scale) and is also consis-
tent with some of the aesthetic design principles suggested by Tufte. (Adapted with permis-
sion from Bennett, K. B,, A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and
Ergonomics, ed. G. Salvendy. New York: John Wiley & Sons. All rights reserved.)

7.2.2 Limitations

Although this approach provides some useful insights, there are some
limitations. Cleveland’s work is valuable to consider when choosing ele-
ments of a display, but it fails to provide a framework for scaling up these
elemental considerations to the design of more complex analogical repre-
sentations. For example, the configural display in Figure 7.5 (see Chapter
10) conveys information through six elementary graphical perception
tasks. The nested and hierarchical properties of complex work domains
require correspondingly higher order visual properties in the virtual
ecology (e.g., symmetry, parallelism, closure, good form, perpendicular-
ity). These emergent properties are critical (see Chapters 8 through 11),
but were not considered. Furthermore, the exclusive focus on static dis-
plays ignores changes that occur when displays are updated dynamically
(see Chapter 8). Finally, this approach is explicitly dyadic (human <= rep-
resentation) and ignores the critical aspects of mapping with regard to
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FIGURE 7.4

An example of a graph using a pie chart display format. It requires discriminations involving
a less effective elementary graphical perception task than the bar graph. (Adapted with per-
mission from Bennett, K. B.,, A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and
Ergonomics, ed. G. Salvendy. New York: John Wiley & Sons. All rights reserved.)

the underlying work domain, a shortcoming that is characteristic of the
dyadic approach.

7.3 Aesthetic, Graphic Arts Approach

Tufte (e.g., 1983, 1990) approaches representation design from an aesthetic,
graphic arts perspective. In direct contrast to the psychophysical approach
just described, Tufte eschews empirical data in developing principles of
design. Instead, Tufte relies heavily upon intuitive judgments about what
constitutes effective (and ineffective) display design. Numerous examples of
both good and bad display design are presented, compared, contrasted, and
otherwise dissected to illustrate the associated design principles.

7.3.1 Quantitative Graphs

An early focus of this work (Tufte 1983) was on principles of design for graphs
of quantitative data. One principle Tufte discusses is “data—ink ratio”: a mea-
surement technique to assess the relative amount of ink used in presenting
data, as opposed to nondata elements, of a graph (a higher proportion of data
ink is viewed as more effective). A second principle is “data density”: the
number of data points in the graphic divided by the total area (a higher data
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A display with multiple graphical perception tasks and multiple levels of layering and sepa-
ration. (Adapted with permission from Bennett, K. B,, A. L. Nagy, and J. M. Flach. 1997. In
Handbook of Human Factors and Ergonomics, ed. G. Salvendy. New York: John Wiley & Sons. All
rights reserved.)

density is more effective). Other principles include eliminating graphical ele-
ments that interact (e.g., moire vibration), eliminating irrelevant graphical
structures (e.g., containers and decorations), and other aesthetics (e.g., effec-
tive labels, proportion and scale).

Compare Figure 7.3 (a well-designed bar graph incorporating Tufte’s prin-
ciples) to Figure 7.6 (a poorly designed graph illustrating numerous violations
of Tufte’s principles). First, the striped patterns used on the bar graphs inter-
act to produce an unsettling moire vibration. Second, a tremendous amount
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FIGURE 7.6

A poorly designed bar graph display. (Adapted with permission from Bennett, K. B, A. L.
Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics, ed. G. Salvendy. New
York: John Wiley & Sons. All rights reserved.)

of ink is devoted to non-data graphical structures: An irrelevant data con-
tainer (the box) imprisons the graph and the grid lines are heavy, bold, and
conspicuous. Together, these two factors produce a very low data—ink ratio.

The bar graph illustrated in Figure 7.7 exacerbates these poor design choices
through the incorporation of a third spatial dimension. Perspective geome-
try is used to introduce a number of visual features that are quite salient and
difficult to ignore. Unfortunately, they are also essentially irrelevant, serving
only to complicate visual comparisons. For example, the representations for
variables that are plotted deeper in the depth plane are physically differ-
ent from the representations positioned at the front. Thus, the physical area
of the three-dimensional bar graph representing the variable O is approxi-
mately six times as large as the bar graph representing T, even though the
percentage of resources for the latter (50%) is nearly twice the size of the
former (33%).

The violations of Tufte’s principles that are evident in Figure 7.7 relative
to the well-designed version in Figure 7.3 will be made more explicit. The
vacuous third dimension produces visual artifacts due to perspective geom-
etry. This difference alone tremendously degrades the graph. Several visual
properties serve to produce a lower data—ink ratio in the graph. First, the box
around the graph is unnecessary and distracting. Second, the lines forming
the X and Y axes of the display and the grid lines are unnecessarily bold. The
location of the grid lines is still represented in Figure 7.3; however, they are
made conspicuous by their absence.
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A bar graph display that has been made even less effective through the incorporation of a
three-dimensional perspective.

There were several additional aesthetic and meaningful design violations.
The patterns used to “paint” the bar graphs in Figures 7.6 and 7.7 are vibrant
and distracting; those in Figure 7.3 are uniform shades of gray. This manipu-
lation is far less exotic (or technologically sophisticated), but far more effec-
tive in conveying information. The bar graphs in Figure 7.3 have been visually
segregated by nonuniform spacing between bar graphs. Thus, the functional
relationship between pairs of related variables (e.g., V, and I,) is graphically
reinforced by placing the corresponding bar graphs close together. Finally,
labels have been added to the axes in Figure 7.3 to assist the viewer in inter-
pretation. The end product is a much more effective design.

7.3.2 Visualizing Information

Tufte (1990) broadens the scope of these principles and techniques by con-
sidering nonquantitative displays as well. Topics that are discussed include
micro- and macrodesigns (the integration of global and local visual infor-
mation), layering and separation (the visual stratification of different cat-
egories of information), small multiples (repetitive graphs that show the
relationship between variables across time, or across a series of variables),
color (appropriate and inappropriate use), and narratives of space and time
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(graphics that preserve or illustrate spatial relations or relationships over
time). The following quotations summarize some of the key principles and
observations:

It is not how much information there is, but rather, how effectively it
is arranged. (p. 50)

Clutter and confusion are failures of design, not attributes of informa-
tion. (p. 51)

Detail cumulates into larger coherent structures .... Simplicity of
reading derives from the context of detailed and complex informa-
tion, properly arranged. A most unconventional design strategy is
revealed: to clarify, add detail. (p. 37)

Micro/macro designs enforce both local and global comparisons and,
at the same time, avoid the disruption of context switching. All told,
exactly what is needed for reasoning about information. (p. 50)

Among the most powerful devices for reducing noise and enrich-
ing the content of displays is the technique of layering and sepa-
ration, visually stratifying various aspects of the data .... What
matters—inevitably, unrelentingly—is the proper relationship
among information layers. These visual relationships must be in
relevant proportion and in harmony to the substance of the ideas,
evidence, and data displayed. (pp. 53-54)

This final principle, layering and separation, is graphically illustrated by
the differences between Figures 7.5 and 7.8. These two figures present exactly
the same underlying information; however, they vary widely in terms of the
visual stratification of that information. In Figure 7.8 all of the graphical ele-
ments are at the same level of visual prominence; in Figure 7.5 there are sev-
eral levels of visual prominence. Collections of mats are used to group visual
elements together perceptually that are related to the functional structure of
the underlying domain (at the level of views described in Chapter 6).

The lowest level of visual prominence in the display is associated with the
nondata elements. The various display grids have thinner, dotted lines and
their labels have been reduced in size and made thinner.

The individual variables in the display are represented with a higher level
of perceptual salience. The graphical forms that represent each variable have
been gray-scale coded, which contributes to separating these data from the
nondata elements. Similarly, the lines representing the system goals (G, and
G,) have been made bolder and dashed. In addition, the labels and digital
values that correspond to the individual variables are larger and bolder than
their nondata counterparts.

The highest level of visual prominence has been reserved for graphical ele-
ments that represent higher level system properties (e.g., the bold lines that
connect the bar graphs). The visual stratification could have been further
enhanced through the use of color (e.g., for individual variables). The tech-
niques of layering and separation will facilitate an observer’s ability to locate
and extract information.
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A display that has no layering and separation. (Adapted with permission from Bennett, K. B.,
A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics, ed. G. Salvendy.
New York: John Wiley & Sons. All rights reserved.)

Tufte’s work is widely acclaimed, and rightfully so. His work illustrates
the benefits of viewing issues in display design from a graphics arts, or aes-
thetic, perspective. Many of the design principles developed by Tufte relate
to areas of research in the display and interface design literatures. The gen-
eral principles and lucid examples provide important insights that can be
applied in the design of displays for complex, dynamic domains. In many
ways, Tuft’s aesthetic approach to the design of printed materials represents
a direct parallel to the efforts of Mullet and Sano (1995), who have applied
a graphic arts perspective to interface design. Both of these perspectives are
particularly relevant to the design of metaphorical representations for intent-
driven domains (see Chapters 12 and 13).
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7.3.3 Limitations

There are, however, some limitations. The work focuses on the design of
static displays and therefore suffers the same set of limitations that were
outlined earlier in the critique of Cleveland’s work. For example, Tufte only
briefly discusses the principle of “1 + 1 = 3” in the context of static represen-
tations. This is essentially the concept of emergent features, which turns out
to be a critical consideration for the design of dynamic analogical displays
(see Chapters 8 through 11). Perhaps the primary limitation of Tufte’s work
lies in the fact that it is descriptive, but not prescriptive. Thus, the focus is on
analyzing how well a particular graph has conveyed meaningful aspects of
a domain in an effective manner. However, very little guidance is provided
with regard to what aspects of the domain semantics should be present in
a representation in the first place. As described in Chapter 6 and illustrated
throughout the remaining chapters in the book, this is the foundation of eco-
logical interface design.

7.4 Visual Attention

A third perspective on display design is to consider the problem in terms of
visual attention and perception. These concerns (e.g., dimensional structure
of stimuli, emergent features, and form perception) play a critical role in our
approach to analogical display design. Chapter 8 summarizes the basic lit-
erature and Chapter 9 compares and contrasts two approaches to display
design that are grounded in this literature. Chapter 10 illustrates how these
principles can be applied to the design of analogical displays for a simple
process control system.

7.5 Naturalistic Decision Making

One of the primary purposes of displays in the interface is to provide a form
of decision-making support. Therefore, another important perspective on
display design comes from the literature on decision making. Recently, there
has been an increased appreciation for the creativity and insight that experts
bring to human-machine systems. Under normal operating conditions, an
individual is perhaps best characterized as a decision maker. Depending on
the perceived outcomes associated with different courses of action, the amount
of evidence that a decision maker requires to choose a particular option will
vary. In models of decision making, this is called a decision criterion.
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Research in decision making has undergone a dramatic change in recent
years. Historically, decision research has focused on developing models
that describe how experts generated optimal decisions. Decision making
was considered to be an extremely analytical process. Experts were viewed
as considering all relevant dimensions of a problem, assigning differential
weights to these dimensions, generating multiple alternatives (potentially
all alternatives), evaluating (ranking) these alternatives, and selecting the
optimal solution. Thus, cognitive processes were heavily emphasized while
perceptual processes were essentially ignored.

7.5.1 Recognition-Primed Decisions

Recent developments in decision research, stimulated by research on naturalis-
tic decision making (e.g., Klein, Orasanu, and Zsambok 1993), portray a very dif-
ferent picture of decision making. As suggested by their name, these approaches
to decision making were developed from insights obtained from observing
experts making decisions in natural work domains. One example of naturalistic
decision making is the recognition-primed decisions (RPDs) described by Klein
and his colleagues. RPD is described in the following manner (Klein 1989):

We were surprised to find that the Fire Ground Commanders (FGCs)
argued that they were not making any choices, considering alternatives,
assessing probabilities, or performing trade-offs between the utilities of
outcomes ....

Instead the FGCs relied on their abilities to recognize and appropri-
ately classify a situation. Once they knew it was “that” type of case, they
usually also knew the typical way of reacting to it. They would use the
available time to evaluate an option’s feasibility before implementing it.
Imagery might be used to “watch” the option being implemented, to discover if
anything important might go wrong. (p. 49; emphasis added)

7.5.1.1 Stages in RPD

As suggested by the preceding quote, there are several stages in RPD (see
Figure 79). The first stage is to recognize the problem (i.e., to categorize it as
one of several different types of problems that have been encountered in the
past). This is followed by a “situational assessment” phase, which involves
establishing goals, looking for critical perceptual cues, developing expec-
tancies about how upcoming events should unfold, and identifying typical
actions that have proved successful for similar situations in the past. Before
implementing a potential solution, experts will normally engage in a form of
mental simulation where each step in the potential solution is checked for its
potential to succeed or fail.

Naturalistic decision making emphasizes dynamic action constraints in deci-
sion making (see Figure 2.3 and the associated discussion). Contrary to the clas-
sical view of decision making, RPD views experts as satisficing, not optimizing.
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Recognition Primed Decision Making
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FIGURE 7.9
The recognition-primed decision making model. (Adapted with permission from Klein, G. A.
1989. Advances in Man—Machine Systems Research 5:47-92. JAI Press. All rights reserved.)

Their studies (e.g., Klein 1989) revealed that experts do not generate and evalu-
ate all possible solutions; they generate and evaluate only a few good alterna-
tives. Essentially, the experts are looking for the first solution that has a good
chance of working and viable alternatives are normally considered in a serial
fashion until one is found. Thus, this class of decision-making theories gives
more consideration to the generation of alternatives in the context of dynamic
demands for action.

© 2011 by Taylor & Francis Group, LLC



Display Design: Building a Conceptual Base 155

7.5.1.2 Implications for Computer-Mediated Decision Support

A second change of emphasis is in the increased awareness of perceptual
processes and the critical role that they play in decision making (as the term
“recognition-primed decision” implies). Initially, experts utilize perceptual
cues, in conjunction with their prior experience, to determine the prototypi-
cality of a particular case (e.g.,, how is this case similar or dissimilar to those
that I have encountered before?). Later, in the evaluation stage, visual or spa-
tial reasoning often plays an important role in the form of mental imagery.
For example, Klein (1989) observed that “deliberate imagery is found when
new procedures are considered .... One fireground commander reported
‘seeing’ ... the effects if an exposure was to begin burning ... the FGC imag-
ined flames coming out of a particular window and evaluated whether the
flames would endanger certain equipment” (p. 60).

This new naturalistic perspective on decision making emphasizes the
critical role that the interface will play when decision making must be
computer mediated (i.e., when the constraints of a domain cannot normally
be seen directly). Under these circumstances, designers must build inter-
faces that are rich with visual cues that provide external representations
of the constraints in the domain. This will provide a set of perceptual cues
that support the domain practitioner in (1) recognizing the type of situation
currently encountered, (2) assessing details of the current situation that
have implications for action, and (3) even suggesting the appropriate action
to take (see Chapter 10 for an expanded discussion of these points).

Thus, domain practitioners will literally be able to see current system
states and appropriate actions, rather than reasoning about them. In fact,
this is the express goal of ecological interface design: to transform decision
making from a cognitive activity (requiring limited capacity resources such
as working memory) to a perceptual activity (using powerful and virtually
unlimited perceptual resources). This ability is illustrated by the shortcuts
in Rasmussen’s decision ladder at the rule- and skill-based levels. These
shortcuts reflect the smart, frugal heuristics that allow experts to “see” good
options without exhaustive searches or intense cognitive computations (see
Figures 4.3 and 5.2 and associated discussion).

7.6 Problem Solving

Another primary purpose of displays in the interface is to provide a form of
problem-solving support. Therefore, another extremely important literature
for display designers to consider is problem solving. We differentiate prob-
lem solving from decision making by virtue of the fact that problem solving
involves novel situations (i.e.,, unanticipated variability) that domain practi-
tioners have not encountered previously and for which preplanned guidance
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(training, procedures) has not been developed. Under these abnormal or
unanticipated operating conditions, an individual is most appropriately
characterized as a creative problem solver. The cause of the abnormality must
be diagnosed, and steps must be taken to correct the abnormality (i.e, an
appropriate course of action must be determined). This involves monitoring
and controlling system resources, selecting between alternatives, revising
diagnoses and goals, determining the validity of data, overriding automatic
processes, and coordinating the activities of other individuals.

While it is certainly important to support decision-making performance
with effectively designed graphical displays, it is perhaps even more important
to support problem solving. Experience has shown that the stakes are higher
during accidents: Poor performance during abnormal conditions can have far-
reaching implications that go beyond the money, equipment, and lives that
are lost. For example, consider the decades-long impact that the Three Mile
Island and Chernoble accidents have had on the nuclear power industry.

The bottom line is that, during abnormal conditions, even domain experts
will be placed in the role of a problem solver, the stakes will be high, and
the interface should be designed to provide support under these circum-
stances. In essence, the interface provides a potential window into the deep
structure of the problem that Rasmussen (1986) models using the abstraction
hierarchy. The vast literature on problem solving provides some valuable
insights, ranging from the seminal work of the Gestalt psychologists (e.g.,
Wertheimer 1959) and the paradigmatic contributions of Newell and Simon
(1972) to contemporary approaches. We will concentrate on the contributions
of the Gestalt psychologists.

7.6.1 Gestalt Perspective

The Gestalt psychologists produced an impressive body of work on prob-
lem solving. Much like theories of naturalistic decision making, this
approach emphasized the importance of spatial reasoning in problem solv-
ing. Perception and cognition were believed to be intimately intertwined:
to think is to perceive and to perceive is to think. For example, Wertheimer
(1959) states that “thinking consists in envisaging, realizing structural fea-
tures and structural requirements” (p. 235). Although this runs counter to
the normal tendency of information processing psychologists to compart-
mentalize each nuance of cognitive activity (i.e., to add another box inside
the head), it is a possibility that is actually reflected in common language
(e.g., "I see what you mean”; “a light-bulb went off inside my head”; “that was
a very illuminating talk”).

7.6.1.1 Gestalts and Problem Solving

The interrelatedness of perception and problem solving and the critical
role of representation were perhaps most evident in the title with which the
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Gestalt psychologists chose to refer to themselves. The term gestalt translates
roughly into form, shape, or configuration. However, this term, essentially
perceptual in nature, was used to describe the end result of both thinking
and perceiving. The Gestalt psychologists viewed the act of problem solving
as the process of achieving a proper gestalt. When faced with a novel prob-
lem, the problem solver is likely to have a poor understanding of it (i.e, an
incomplete or bad gestalt, or representation).

The key to successful problem solving was viewed as the transformation of
this bad gestalt into an appropriate or good gestalt. This good gestalt would
reveal the structural truths of a problem and allow the invention of a novel
solution or the application of a previously successful solution. Thus, prob-
lem solving was viewed very much in perceptual terms: It required seeing
a problem from a different perspective or representing the problem in a dif-
ferent way.

Wertheimer’s work on geometry (1959) will be used to illustrate some of
these ideas more concretely. Consider a student who is learning how to cal-
culate the area of various geometrical forms. The student has learned that
multiplying the length of one side of a rectangle (S, = 6) by the length of the
second side (S, = 3) provides the area of a rectangle (see Figure 7.10a).

The student is then presented with a new problem: to find the area of a
parallelogram (Figure 7.10b). Wertheimer (1959) outlined two different
approaches or types of responses that could be applied by a student faced
with a new problem. The student could blindly apply the rules for a rect-
angle to this new problem. This rote application of inappropriate rules in this
case would, of course, result in the calculation of an area that is too large for
the parallelogram, as illustrated in Figure 7.10b.

The alternative, and more appropriate, response is to modify the proce-
dures in a sensible fashion. In this case the student must consider the simi-
larities and differences between the constraints associated with the old and
new problems and then modify the procedures accordingly. The student
begins with a good gestalt for finding the area of a rectangle and under-
stands that finding the area of a rectangle essentially involves finding the
number of square units that fit inside that particular form (see Figure 7.10c).
The gestalt is a good one, primarily because the shape of the units used to
do the measuring is consistent with the general shape of the form to be mea-
sured (i.e., the squares fit nicely into the rectangle, with no partial or over-
lapping squares). This, however, is not a particularly good gestalt for the
parallelogram because there are partial squares at the corners that the stu-
dent most likely has no way of dealing with (see Figure 7.10d).

7.6.1.2 Problem Solving as Transformation of Gestalt

As mentioned previously, the Gestalt psychologists believed that the sen-
sible modification of procedures often involved the transformation of a bad
gestalt into a good gestalt. In this case the student seeks a way to transform
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A graphic illustration of the sensible adaptation of a problem-solving procedure from the
Gestalt perspective. The learner solved the problem (finding the area of a parallelogram) by
transforming a bad gestalt into a good gestalt (i.e., transforming the parallelogram’s initial
form into an equivalent rectangular form).

the new form (the parallelogram) into one to which he or she can apply
the successful procedures that have already been learned (a rectangle). The
student might consider alternative ways to achieve this goal; one of them is
to drop perpendicular lines from the top-most edges of the parallelogram
(see Figure 7.10e). Because the opposite sides of a parallelogram are parallel,
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the sizes of the two triangles thus formed are equal (see Figure 7.10f). A
rectangle form with equivalent area to the original parallelogram is com-
pleted by replacing the triangle on the right with the triangle on the left (see
Figure 7.10g).

The student has now transformed the bad gestalt (a parallelogram) into a
good gestalt (a rectangle) and can apply the previously learned procedures to
arrive at the area. This student now understands why the area of a parallelo-
gram must be calculated using the formula of base times height, as opposed
to multiplying the two sides (see Figure 7.10h).

7.6.2 The Power of Representations

This example suggests that the way in which a problem solver represents the
problem plays a key role in its solution. In fact, this is perhaps the primary
lesson to be learned from the problem-solving literature: The representa-
tion of a problem can have a profound influence on the ease or difficulty of
its solution. To illustrate this point clearly, consider the following problem
(Duncker 1945):

On a mountain trip, on which descent was by the same path as had been
the ascent of the previous day, I asked myself whether there must be a
spot en route at which I must find myself at exactly the same time on the
descent as on the ascent. It was of course assumed that ascent and descent
took place at about the same time of day, say from five to twelve o’clock.
But without further probing, I could arrive at no conclusive insight. Since
then, I have put this question to dozens of naive persons as well as of
intellectuals, and have observed with great satisfaction that others had
the same difficulty. Let the reader himself ponder a bit. (p. 56)

Through the years, this basic problem has been refined and presented in a
way that makes the critical elements clearer (e.g., see Halpern 1996) and it is
now generally referred to as the problem of the “monk’s pilgrimage”:

Once there was a monk who lived in a monastery at the foot of a moun-
tain. Every year the monk made a pilgrimage to the top of the moun-
tain to fast and pray. He would start out on the mountain path at 6 a.m.,
climbing and resting as the spirit struck him, but making sure that he
reached the shrine at exactly 6 o’clock that evening. He then prayed and
fasted all night. At exactly 6 a.m. the next day, he began to descend the
mountain path, resting here and there along the way, but making sure
that he reached his monastery again by 6 p.m. of that day.

The problem is to prove, or disprove, the following statement: “Every
time the monk makes his pilgrimage there is always some point on the
mountain path, perhaps different on each trip, that the monk passes at
the same time when he is climbing up as when he is climbing down.”
(Halpern, p. 329)
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The first step in solving a problem from the Gestalt perspective is to find
the structural truths of a problem. Consistent with the cognitive systems
engineering approach, we will refer to these as the constraints of a problem.
In this case the constraints are related to both time and space. The spatial
constraints are those associated with the mountain path and the fact that it
(not any other path) is traversed not once, but twice. These constraints could
be considered from a birds-eye perspective that illustrates the twists and
turns of the path. However, it is more appropriate to think about these spa-
tial constraints in terms of the elevation of the path (i.e., the number of feet
from the base of the mountain to the top of the mountain). There are also
temporal constraints associated with the problem: Each of the two trips (i.e.,
one up and one down) began at the same time (6 a.m.) and was completed at
the same time (6 p.m.); they were completed on successive days.

Once the constraints of a problem are understood, the next step is to
translate them into a proper gestalt (i.e., graphical representation). Consider
Figure 7.11. The spatial and temporal constraints are represented on the two
axes of the graph. Each of the two lines represents a trip taken by the monk
(dashed line = day 1; solid line= day 2). This graph makes it absolutely, posi-
tively clear that the assertion has been proved. The vagaries of “climbing
and resting here and there along the way” have absolutely no consequence
for the final answer: There must be an exact time at which the monk is at
the exact same point in the path. Note that the time and place cannot be
predicted beforehand, but there will be one. The time and place can be iden-
tified after the fact, given the representation that is used in Figure 711 (i.e.,
the point where the two lines intersect). Thus, finding a solution to a prob-
lem can be a trivial exercise if the representation portrays the constraints
effectively.

It should be pointed out that this may not be the most direct or the pre-
ferred solution to the problem. Duncker describes his preferred solution in
the following fashion (1945):

Certainly there exist several approaches to an evident solution. But prob-
ably none is, I might almost say, more drastically, evident than the fol-
lowing view of the situation: let ascent and descent be divided between
two persons on the same day. They must meet. Ergo ... with this, from an
unclear, dim condition not easily surveyable, the situation has suddenly
been brought into full daylight. The answer becomes evident, inspection
sufficiently exact. (p. 56)

7.6.3 Functional Fixedness

The previous section describes how appropriate representations (i.e., those that
accurately reflect the constraints of a problem domain) can improve problem-
solving performance. We now consider a variation of this theme: Duncker’s
original work on the problem of “functional fixation.” Five different versions
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FIGURE 7.11
A visual solution of the monk’s pilgrimage problem (see text for details of this problem).

of the basic problem were investigated: gimlet, box, pliers, weight, and paper
clip. The details of perhaps the most famous version, the box problem, will be
provided to make the discussion concrete (Duncker 1945):

The “box problem” On the door, at the height of the eyes, three small
candles are to be put side by side (“for visual experiments”). On
the table lie, among many other objects, a few tacks and the crucial
objects: three little pasteboard boxes (about the size of an ordinary
matchbox, differing somewhat in form and color and put in different
places). (p. 86)

A description of the problem (e.g., to attach three candles to a door at eye

height) is given to the problem solver and a variety of items for potential
use in its solution are placed on a table (see Figure 7.12). Some of these items
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FIGURE 7.12

The box problem in the “w.p.” (without pre-utilization) mode of presentation. The critical items
for the novel solution (i.e., the matchboxes) are not presented in a way that reflects their normal
functionality (i.e., the boxes are not being used as containers) and functional fixedness does not
occur. (Copyright 2009, Dalton Bennett.)

are irrelevant to the solution (e.g., paper clips, pencils, tinfoil, ashtrays)
while others are relevant (e.g., matches, matchboxes, candles, and tacks).
The solution requires that the problem solver discover a novel functional-
ity for a critical item (i.e., a use that goes beyond the normal functionality
of the item). Duncker referred to the normal functionality of an item as “F,”
and a novel functionality as “F,”. Thus, in the case of the box version, the
problem solver must see beyond the normal functionality of boxes as con-
tainers (F,) and discover their potential as a mounting platform (F,): The
solution involves tacking the boxes to the wall and mounting the candles
inside the boxes.

The key experimental manipulation lies in the way in which the prob-
lem was presented. There were two different types of presentation that
varied on a dimension referred to as “pre-utilization.” In one presentation
type, the critical items are presented to the problem solver in ways that are
consistent with their normal functionality. For example, the tacks, candles,
and matches are initially located inside the boxes. This functionality (i.e.,

© 2011 by Taylor & Francis Group, LLC



Display Design: Building a Conceptual Base 163

F,, container) is consistent with normal use and is referred to as the “a.p.”
(after pre-utilization) condition. In the second type of presentation mode
(i.e., the presentation mode depicted in Figure 7.12), the critical items are
not initially shown fulfilling their normal functionality (i.e., the boxes are
empty). Duncker refers to this as the “w.p.” (without pre-utilization) condi-
tion (Duncker 1945):

Solution: with a tack apiece, the three boxes are fastened to the door, each
to serve as platform for a candle. In the setting a.p., the three boxes were
filled with experimental material: in one there were several thin little
candles, tacks in another, and matches in the third. In w.p., the three
boxes were empty. Thus F,: “container”; F,: “platform” (on which to set
things). (p. 86)

The results indicate that presentation mode had a major impact on perfor-
mance. Participants were able to solve problems effectively in the w.p. condi-
tion (see Figure 7.12), when critical items were not initially depicted in terms
of their prototypical use (e.g., the boxes were initially shown as empty). All of
the participants (seven out of seven) were able to solve the box problem; over-
all completion rate was 97% across all five problems. Thus, problem solvers
were very effective in discovering novel functionalities for the critical items
when they were presented in this mode.

In sharp contrast, initially presenting critical items in a way that was con-
sistent with their normal usage (e.g., boxes filled with tacks, candles, and
matches) dramatically lowered performance. For example, less than half of
the box problems in the a.p. condition (three out of seven) were solved suc-
cessfully. Across all five problems, only slightly more than half (58%) of the
problems were completed successfully. Duncker’s interpretation of these
results was that problem solvers became fixated on the normal functionality
of critical items (F,, e.g., a container to hold items), which made it more dif-
ficult to envision or discover the alternative functionalities needed for suc-
cessful problem solution (e.g,, F,, a platform to set things on).

The Gestalt psychologists broadened the concept of functional fixedness
substantially. In a general sense, functional fixedness is the tendency of a
problem solver to view a problem in one particular way, to the exclusion of
others. This general tendency was referred to as “perceptual set.” The Gestalt
psychologists also investigated a reciprocal tendency—that of responding
in a particular way (at the expense of others). Perhaps the most well-known
empirical demonstration of this tendency is the water jar problems of Luchins
(1942). These studies demonstrate that problem solvers will tend to respond
in ways that have proven to be successful in the past, even when there are
alternative solutions that are more efficient. This tendency has been referred
to as “response set.”

These findings clearly generalize beyond the confines of the experimen-
tal laboratory. Various forms of functional fixedness have been observed in
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today’s sociotechnical systems. The very nature of the problem to be solved
can change over time, and domain practitioners often ignore disconfirming
evidence and fail to revise their original hypotheses (Woods 1988). This is
closely related to “tunnel vision” (Moray 1981); these forms of perceptual set
are usually associated with unfortunate consequences. Response set occurs
when domain practitioners respond in stereotypical ways that are at best
inefficient and at worst inappropriate. We will explore the possibility that
effective graphical displays will serve to decrease the potential for functional
fixedness in today’s sociotechnical systems in later chapters.

7.6.4 The Double-Edged Sword of Representations

[TThe notion that one can capture some aspect of reality by making a
description of it using a symbol and that to do so can be useful seems to
me a fascinating and powerful idea. But ... there is a trade-off; any par-
ticular representation makes certain information explicit at the expense
of information that is pushed into the background and may be quite
hard to recover. (Marr 1982, p. 21)

Earlier we made the assertion that the fundamental lesson from the prob-
lem-solving literature is that the representation of a problem can have a
profound influence on the ease or difficulty of its solution. The graphical
solution to the monk problem demonstrates the positive potential for graph-
ical displays. However, as Marr’s quote emphasizes, graphical displays are
a double-edged sword. For the same reasons that a good representation can
make a problem easy to solve, a poor representation can make a problem
much more difficult to solve. For example, Duncker’s demonstrations of
functional fixedness provide an example illustrating the negative impact of
inappropriate representations: the primary experimental manipulation (i.e.,
presentation of full or empty boxes) is ultimately a change in the representa-
tion of the problem.

Numerous examples in the problem-solving and display design litera-
ture could be used to illustrate the potential downside associated with poor
representations. For example, Tufte (1990) provides many examples of poor
static displays. The power of today’s graphics technology provides system
designers with the capability to build displays that fail in ways that are even
more spectacular. Mullet and Sano (1995) provide numerous examples of
how good intentions can go quite bad; several more subtle examples will be
examined in greater detail in subsequent chapters. The difficulty in provid-
ing appropriate representations arises from the fact that we are dealing with
semiotics, as discussed previously.

This is an important point of emphasis. Graphic displays only provide rep-
resentations of a domain; they are not the objects, properties, or constraints
themselves. An infinite number of different representations could be devised
for the same referent in the domain. The utility of each representation will
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depend upon specific sets of mappings between its visual features, the
observer’s capability to perceive them, and the tasks to be performed. Woods
(1991) echoes this important point: “There are no a priori neutral represen-
tations” (p. 175). In closing, consider the interesting possibility that poor
choices in representation could have impeded the intellectual progress of an
entire culture (Marr 1982):

[I]t is easy to add, to subtract, and even to multiply if the Arabic or binary
representations are used, but it is not at all easy to do these things—
especially multiplication—with Roman numerals. This is a key reason
why the Roman culture failed to develop mathematics in the way the
earlier Arabic cultures had. (p. 21)

In summary, the Gestalt psychologists and researchers in naturalistic deci-
sion making (e.g., RPD) have highlighted the critical role of visual reasoning
and problem representation in decision making and problem solving. These
trends have, either directly or indirectly, led researchers in interface design to
focus on the representation problem. Perhaps the first explicit realization of
the power of graphic displays to facilitate understanding was the STEAMER
project (Hollan, Hutchins, and Weitzman 1984, 1987, Hollan et al. 1987), an
interactive, inspectable training system. STEAMER provided alternative
conceptual perspectives—“conceptual fidelity” of a propulsion engineering
system through the use of analogical representations. In addition, earlier
approaches to the design of human—computer interfaces (Hutchins, Hollan,
and Norman 1986; Shneiderman 1983) can be viewed as an outgrowth of this
general approach that has adopted metaphorical representations.

More recently, scientific visualization (the role of diagrams and representa-
tion in discovery and invention) is being vigorously investigated (e.g., Brodie
et al. 1992; Earnshaw and Wiseman 1992). We view cognitive systems engi-
neering and ecological interface design as the culmination of these trends.
The goal is to provide practitioners with the perceptual cues about the
domain that are required to support these experts in their decision-making
and problem-solving activities.

7.7 Summary

This chapter introduced the topic of display design, the wide variety of com-
plex issues that need to be addressed, and many key concepts (both applied
and theoretical). The focus, however, was to describe several alternative
approaches to display design that have been developed. These approaches
were chosen because they contribute valuable insights to effective display
design. However, each of these approaches is incomplete. Some fail to consider
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the additional complexities that become relevant when a display is animated
(e.g., visual interactions between graphical elements). Some focus on basic
elements of display design that are difficult to translate into the complex
graphics that are required for complex dynamic domains. Almost all of these
approaches are not triadic: There is a lack of concern for the meaning behind
the display. The tasks to be performed during evaluation are usually defined
by the visual characteristics of the display itself, rather than the semantics of
a domain that the display has been designed to represent.

However, the mapping between the visual structure in a representation
and the constraints of the problem domain is fundamental to a triadic per-
spective, as will be shown in subsequent chapters. While Gestalt concepts
like “deep structure” or “structural understanding” suggest the importance
of links to the problem domain or ecology, there is little discussion of the
problem independently from its representation. For ecological interface
design, a primary function of the abstraction hierarchy is to help guide the
search to uncover the deep structure in the problem domain that in turn
might be graphically illustrated using some of the techniques described in
this chapter.
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8

Visual Attention and Form Perception

8.1 Introduction

My thesis today is simply that too many of the experiments, interpreta-
tions, and concepts that have been used in studies of information process-
ing have emphasized the processing part of the problem to the neglect of
the information part of it .... In preparing this talk, I reread, with the
usual pleasure, James Gibson's (1960) presidential address to the Eastern
Psychological Association on the concept of the stimulus in psychology ...
we need experiments and concepts pertinent to the input justas we need
them pertinent to the processing .... We would never consider drawing
conclusions from an experiment based on a single subject ... Why, then,
are we apparently so happy drawing sweeping conclusions about how
information is processed when we have used only one kind of stimulus?
I ... want to argue that we become equally concerned about the nature of
the information input. (Garner 1970, p. 350)

In Chapter 6 we described the process of building virtual ecologies and out-
lined general design strategies that are based on two fundamental represen-
tational formats (analogies, metaphors) that constitute the building blocks of
interface design. In Chapter 7 we described a variety of alternative perspec-
tives that are relevant to the design of these representational forms. In this
chapter we narrow our focus to the consideration of one perspective that we
have found particularly useful in developing principles of design for the ana-
log geometric forms needed for law-driven domains. That perspective is visual
attention and form perception; we will review the concepts that have been
developed, the methodologies used to investigate them, the results of some
pivotal experimental studies, and alternative interpretations of those results.
We have previously described the hierarchically nested analogical display
geometries required to support direct perception by a cognitive agent in law-
driven domains (see Figure 6.5 in Chapter 6 and the associated discussion).
The literature on visual attention and form perception has provided insights
into the basic issues that are relevant to the perception of these nested geom-
etries. What are the fundamental units of perception? What are the basic
types of visual information available? What are the relationships between
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these types of information? How do parts group into wholes? Is the percep-
tion of the parts of a form secondary to the perception of the whole or vice-
versa? What constitutes visual attention and how can it be distributed over
parts and wholes? The answers to these questions are relevant to principles
of display design because visual displays need to provide different types of
information and to support a range of activities.

One of the fundamental issues in display design can be conceptualized in
terms of a continuum of demands that are placed on an observer. At one end
of the continuum are tasks that require selective responses to specific ele-
ments in the visual field. This type of task will be referred to as a “focused”
task. An observer in a visual attention study might be required to attend
selectively to a part of the visual array; an observer in a display design study
might be required to consider the value of a single sensor. An example of a
focused task is to check the speedometer (a single measured variable) when
a state trooper is detected on the highway.

At the opposite end of this continuum are tasks that require a consider-
ation of the relationships among several variables. An observer in a visual
attention study might be required to divide attention across more than one
element of the visual array. An observer in a display design study might
need to consider higher order properties that are derived from the relation-
ships between variables. An example of a divided attention task is the deci-
sion to brake or to change lanes when the car in front of you slows down—a
decision that requires the consideration of a number of variables.

It is clear that domain practitioners who use visual displays will need to
complete successfully a range of tasks requiring the consideration of both
parts and wholes of visual forms. The question for visual display design is
whether or not different specialized display formats are required for each
category of tasks (i.e., one for focused tasks, another for divided tasks) or
whether a single display format has the capability to support both types of
tasks. The present chapter will organize the concepts and findings from the
visual attention and form perception literature that are relevant to this criti-
cal issue in design.

8.2 Experimental Tasks and Representative Results

Concrete examples from experiments that have been conducted in the litera-
ture on visual attention and form perception are described in this introductory
section. This description includes representative examples of the visual stimuli
that were evaluated, the experimental methodologies that were employed, and
the experimental tasks that observers were required to perform. We describe
the results of a representative study at the end of the section. These concrete
examples provide a context in which to consider alternative perspectives on
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FIGURE 8.1

A typical set of four stimuli for speeded classification in a visual attention experiment. The
2 x 2 matrix is formed by a factorial combination of two stimulus dimensions (shape and color)
and two values for each dimension (i.e,, circle vs. square; red [light gray] vs. blue [dark gray]).
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Visual Form

visual attention and form perception. This is useful since these different per-
spectives have provided the basis for alternative principles of display design
and because some of these principles are conflicting.

The “speeded classification” task is an important and representative meth-
odology that has a long history in the literature. This methodology typically
involves the presentation of four different visual stimuli. These four stimuli
are produced by a factorial combination of two perceptual dimensions (e.g.,
color and form) and two values on each dimension (e.g., square vs. circle; red
vs. blue), as illustrated in Figure 8.1. (Note that we have used shades of gray
instead of colors in the examples to facilitate discussion.)

Participants are presented with just one of these four visual forms in an
individual trial. They are required to consider a visual property of the stimu-
lus (e.g., its color) and to produce one of two responses (i.e, “1” or “2”). For
example, a “1” response might be required when the color of the stimulus
was light gray (and a “2” response for the dark gray color). The primary mea-
sure of performance is response time. The specific visual property that must
be considered (or ignored) and the type of task that must be performed are
systematically varied across four different experimental conditions. Each of
these conditions will be examined in turn.

8.2.1 Control Condition

The control condition assesses the capability of an observer to discrimi-
nate changes in one perceptual dimension. There are four versions of the
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Control Condition

(a)| vs. (b)

Shape Shape

Selective Condition

Divided Condition
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Color and Shape

Redundant Condition

Color or Shape or Color and Shape

FIGURE 8.2
Four different experimental conditions that are used to produce different information extrac-
tion demands in a typical visual attention study.

control condition, as illustrated at the top of Figure 8.2 (labeled A, B, C, and
D). Consider condition A. An observer would see only two of the four visual
forms (in this case, the light gray circle and dark gray circle) during a block
of trials in a condition. As illustrated in Figure 8.2a, these two forms are
filled and are enclosed by the outlined form (the two unused forms are only
outlined). The observer is presented with an individual visual form during
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a trial and is asked to make a discrimination on the relevant perceptual
dimension. Thus, in condition A the correct response for a light gray circle is
“1” and the correct response for a dark gray circle is “2” (the correct response
appears to the left of the visual form). Similarly, the color of the square must
be considered in condition B while shape is critical for conditions C and D.

In summary, in the control condition, decisions are contingent on varia-
tions in one perceptual dimension (e.g., color), while variations in the other
perceptual dimension (e.g., shape) are held constant. This control condition
qualifies as a focused task since only one dimension is relevant to the deci-
sion. An important point to note is that the value of the unattended percep-
tual dimension remains constant within a block of trials for each control
condition. For example, an observer must discriminate shape in control con-
dition C, but the color of the two stimuli is always the same.

8.2.2 Selective Attention

The second condition to be considered is selective attention. This condition
also qualifies as a focused task and is very similar to the control condi-
tion. Consider selective condition E (see Figure 8.2e). The observer must
discriminate on the perceptual dimension of color: A light gray circle or a
light gray square requires a “1” response; a dark gray circle or a dark gray
square requires a response of “2.” The difference, relative to the control
condition, is that all four stimuli will be seen in the same block of trials
during selective attention. Therefore, unlike the control condition, the
unattended perceptual dimension (e.g., shape in condition E) is free to vary
(i.e., both circles and squares can appear in a block of trials). Thus, the
observer must focus on one perceptual dimension (like the control condi-
tion) and is required to ignore the variation that occurs in the irrelevant
perceptual dimension (unlike the control condition).

8.2.3 Divided Attention

The third condition is referred to as divided attention. All four stimuli are
seen during a block of trials and the response (1 or 2) is contingent on the
conjunction of both perceptual dimensions (e.g., color and shape). Therefore,
unlike both the control and selective conditions, attention must be divided
across both dimensions to complete the task successfully since consideration
of either dimension alone is insufficient.

Note that there is only one possible version for this task (condition G in
Figure 8.2g). One can conceptualize a correct response as falling on a diago-
nal of the 2 x 2 matrix. This is graphically illustrated in Figure 8.2g; note that
the two diagonals have been pulled apart and separated in space for clarity of
presentation. For example, consider the correct response when a circle is pre-
sented. If the color of the circle is dark gray, then the correct response is “1”;
if the color is light gray, then the correct response is “2.” Thus, an appropriate
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response depends upon a conjunction of values over both perceptual dimen-
sions, and observers must divide their visual attention to respond correctly.

8.2.4 Redundant Condition

The final condition is the redundant condition and there are two versions
(Figure 8.2h and 8.2i). Only two of the four stimuli are seen in each version.
Each pair of stimuli was carefully chosen so that there is simultaneous varia-
tion in both dimensions. Consider the redundant condition H (Figure 8.2h).
The observer is presented with either the light gray circle or the dark gray
square in an individual trial. The observer can provide a correct response
by considering (1) the color of a visual form (light gray or dark gray), (2) the
shape of a visual form (square or circle), or (3) the conjunction of both its
color and shape. This task can be done successfully as either a focused (bas-
ing responses on a single attribute) or a divided (basing the responses on the
conjunction of both attributes) attention task.

8.2.5 A Representative Experiment

A representative study will be described to provide a concrete set of
results that can be used to illustrate critical issues in visual attention
and form perception. Pomerantz and Schwaitzberg (1975) conducted an
experiment using the speeded classification methodology and three of
the four conditions described in the previous section: control, selective,
and divided attention. These three conditions are particularly critical for
visual display design since they examine potential trade-offs between
the need to focus visual attention on a particular element within a visual
form (i.e., consider an individual variable) or, alternatively, the need to
divide attention across these visual elements (i.e., consider relationships
between variables).

Pomerantz and Schwaitzberg (1975) used normally oriented pairs of paren-
theses as their visual stimuli, as illustrated in Figure 8.3. This figure main-
tains the underlying structure of the matrix presented in Figure 8.1; there
are two perceptual dimensions (spatial location and orientation), which can
assume one of two values (location of parenthesis = right or left; orientation
of parenthesis = right facing or left facing). They also systematically varied
the spatial distance between the two parentheses in a stimulus pair, ranging
from 0.25 to 8° of visual angle.

Figure 84 is fashioned after Figure 8.2 to illustrate the visual stimuli and
the critical visual features of the three relevant experimental conditions. As
in Figure 8.2, the outlined enclosure and “filled” visual forms signify stimuli
that were present in an experimental condition (i.e., “((" and “()” in control
condition A). However, the light and dark fills of parentheses in Figure 8.4 do
not denote differences in color. Rather, they are used to differentiate between
critical and noncritical visual features in an experimental condition. The
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Spatial Location:
Left Parenthesis
(No Fill)

Orientation:
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Orientation:
Right | (a) (b)
Spatial Location:
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(Black Fill)
Left | (c) (d) ))
FIGURE 8.3

A set of four stimuli formed from a factorial combination of two stimulus dimensions (i.e., spa-
tial location of parenthesis, left vs. right) and two values for each dimension (i.e., right facing vs.
left facing). (Adapted with permission from Pomerantz, J. R, and W. R. Garner. 1973. Perception
& Psychophysics, 14:565-569. Copyright 1973 by the Psychonomic Society. All rights reserved.)

critical visual feature is represented by a black fill; the appropriate response
is listed beside this feature.

For example, in control condition A, the critical visual feature is the right
parenthesis. When it faces to the right, a response of “1” is required and,
when it faces left, a response of “2” is required.

The results obtained by Pomerantz and Schwaitzberg (1975) are illustrated
in Figure 8.5. It is clear that there are substantial differences between condi-
tions and that these differences depend heavily upon the spacing between
parentheses. Both the divided attention and the control condition showed a
general trend of performance degradation as the spacing between parentheses
was increased. The selective attention condition produced the opposite trend:
Performance improved as the spacing between parentheses was increased.

8.3 An Interpretation Based on Perceptual
Objects and Perceptual Glue

An interpretation of these results from one conceptual perspective will
be explored in this section. This will be referred to as the “object-based”
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Control Condition

FIGURE 8.4

The three experimental conditions of the Pomerantz and Schwaitzberg (1975) study, including
the subsets of stimuli that were available during a block of trials outlined enclosures (and filled
parentheses), the critical visual features (black fill), and the appropriate response (numbered
labels adjacent to parentheses).

interpretation since it is predicated on the idea that perceptual objects play
an important role in visual attention and form perception. From this per-
spective, the parts of a visual array (e.g., graphical fragments; see Figure 6.5)
may be organized into perceptual objects (e.g., graphical forms). This process
is also sometimes referred to as perceptual “grouping” and there are associ-
ated implications for visual attention.

8.3.1 Gestalt Laws of Grouping

The Gestalt psychologists were perhaps the most well-known advocates
of this position. At least five Gestalt “laws” (see Figure 8.6) are related to
perceptual grouping: proximity, similarity, closure, good continuation, and
symmetry (Pomerantz and Kubovy 1986).
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Levels of performance across three experimental conditions for pairs of normally oriented
parentheses (Pomerantz and Schwaitzberg 1975). (Adapted with permission from Pomerantz,
J. R. 1986. In Pattern Recognition by Humans and Machines, ed. H. C. Nusbaum and E. C. Schwab.
Copyright 1986, Orlando, FL: Academic Press. All rights reserved.)

The law of proximity refers to the fact that parts that are physically
closer will tend to be grouped together. Thus, the spacing between
visual elements in Figure 8.6a results in the parts being grouped into
columns on the left and rows on the right.

The law of similarity refers to the fact that physically similar parts
will tend to be grouped together. Thus, the parts in Figure 8.6b
are organized into homogeneous rows of circles or squares, as
opposed to heterogeneous columns containing both circles and
squares (note that the physical spacing between parts is exactly
the same).
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Gestalt laws of perceptual grouping. (Adapted with permission from Pomerantz, J. R., and M.
Kubovy. 1986. In Handbook of Perception and Human Performance, ed. K. Boff, L. Kaufmann, and
J. Thomas. Copyright 1986, New York: John Wiley & Sons.)

The law of closure refers to the fact that “when elements are arranged so
they define a closed region, they will group together to form percep-
tually unified shapes” (Pomerantz and Kubovy 1986, p. 36-4). Thus,
the parts in Figure 8.6¢ (i.e., the dashed lines) are grouped into a circle
and a square even though these parts are not physically connected.
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The law of good continuation refers to the fact that graphical “trajecto-
ries” can have an influence on perceptual grouping. Thus, one sees
two intersecting lines in Figure 8.6d (e.g., a line with end points A
and B) rather than two lines that meet and then reflect backward
(e.g., a line with end points A and C).

The law of symmetry refers to the fact that, when parts have a symmetrical
visual relationship, they are more likely to be grouped together. Thus,
one sees three pairs of brackets on the left of Figure 8.6d as opposed to
two “pillars” enclosed by two brackets or six individual parts.

8.3.2 Benefits and Costs for Perceptual Objects

According to the object-based interpretation, automatic benefits and costs are
incurred on the performance of focused and divided attention tasks when
graphical fragments (parts) are organized into perceptual objects (whole
forms). The benefits to divided attention tasks are reflected directly in one of
the more celebrated Gestalt adages: “The whole is greater than the sum of its
parts.” The Gestalt psychologists believed that the perception of the whole
took precedence over the perception of the parts, arguing “that the brain is
structured to deal directly with the holistic properties of the stimulus, such
as the configuration, symmetry, and closure of a visual form” (Pomerantz
and Kubovy 1986, p. 36-7). The modern-day version of this perspective is that
the global properties of a perceptual object are processed automatically and
in parallel.

The inherent cost to focused attention tasks is the result of a hypotheti-
cal substance referred to as “perceptual glue” (Pomerantz 1986). Once per-
ceptual grouping occurs, it produces a strong coherence of form that binds
individual graphic elements into a whole (i.e,, a perceptual object), thereby
making any attempt to focus attention on the component parts difficult to
achieve. Boring (1942) summarizes the Gestalt position on perceptual glue:
“A strong form coheres and resists disintegration by analysis into parts or by
fusion with another form” (p. 253). Similarly, Pomerantz (1986) observes that
“although conceding that the component parts of a stimulus can be attended
to, the Gestalt psychologists argued that dismantling a stimulus into its parts
is not the norm in perception and that such analysis can be achieved only
through deliberate acts of scrutiny” (pp. 36-7-36-8).

These concepts provide the basis for predictions and interpretations from
the object-based perspective. First consider the results obtained by Pomerantz
and Schwaitzberg (1975) for divided attention. The parts were perceptually
grouped together into a unitary whole when the distance between the paren-
theses was small (the laws of proximity, closure, and symmetry seem par-
ticularly relevant). The perceptual “object” that resulted from this grouping
possessed global perceptual qualities (i.e., a gestalt) above and beyond the
simple summation of the perceptual qualities of the parts themselves.
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Thus, observers were not really processing two parts to perform the divided
attention task when the parentheses were closely spaced: They were process-
ing a unitary whole—one that was likely to be very salient and distinctive.
Therefore, performance was good (see Figure 8.5). As the parentheses were
placed farther and farther apart, however, the process of perceptual group-
ing became progressively more difficult. Under these conditions, observers
were required to process two parts independently and performance suffered
as a result.

The object-based interpretation also provides a ready interpretation of the
costs in performance obtained in the selective attention condition: percep-
tual glue. A small spatial distance between parentheses facilitated percep-
tual grouping and resulted in the formation of a strong perceptual object.
The parts of this object are glued together, thereby hindering the observers
in their attempts to focus on a part of this object. This produces the cost for
the selective attention condition obtained by Pomerantz and Schwaitzberg
(1975; see Figure 8.5) when the parentheses were closely spaced. The per-
ceptual grouping is weakened or eliminated when the spacing between the
parts is increased; the cost to focused attention disappears. Thus, the object-
based interpretation provides reasonable interpretations of the performance
obtained in both the divided and selective conditions.

However, the results obtained for the control condition are much more dif-
ficult to interpret. This condition produced a pattern of performance that is
essentially a mirror image of the pattern obtained in the selective attention
condition: Performance was best when the parentheses were in close spatial
proximity and became progressively worse as the distance between paren-
theses was increased (see Figure 8.5). Both of the focused conditions require
observers to focus on a part to complete the experimental task. According
to the law of proximity, the cost of “ungluing” this part from the perceptual
object should have been highest at close spatial distances and should have
systematically decreased as the parts were separated in space (and the form
became less “object like”). Yet, the opposite pattern of results was obtained for
the control condition. This diametrically opposed pattern of results is difficult
to reconcile with the principles of perceptual objects and perceptual glue.

8.4 Configural Stimulus Dimensions and Emergent Features

In this section we will describe the theoretical foundations of an alternative
perspective on visual attention and form perception. As will be shown, the
concept of a perceptual object plays no role in this alternative perspective.
Instead, Garner and his colleagues (Garner 1970, 1974; Garner and Felfoldy
1970; Pomerantz and Garner 1973) focused on the dimensional structure of
stimuli (i.e., the fundamental types of information that might be present in a
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visual stimulus such as color or form) and the implications of that structure
for processing (i.e., potential relationships or interactions that could occur
between these perceptual dimensions). This work was continued and
expanded considerably by Pomerantz and his colleagues (Pomerantz and
Schwaitzberg 1975; Pomerantz, Sager, and Stoever 1977, Pomerantz 1986;
Pomerantz and Kubovy 1986; Pomerantz and Pristach 1989), particularly
with regard to issues in form perception.

8.4.1 The Dimensional Structure of Perceptual Input

Although it may come as a surprise to many researchers working within the
confines of traditional information processing, Garner’s work was heavily
influenced by Gibson’s ecological approach (see the quote at the beginning of
the chapter). Much like Gibson, Garner was very concerned with describing the
nature of the information that was out there to be perceived. He proposed three
qualitatively different types of stimulus dimensions: “separable,” “integral,” and
“configural” (Garner 1974). The focus was on the relationships between stimu-
lus dimensions. Were the perceptual dimensions processed independently or
together? Did variations in one perceptual dimension influence the perception
of the other? The perceptual dimensions were defined by different patterns of
performance across the four task conditions described in Section 8.2.

8.4.1.1 Separable Dimensions

A separable relationship occurs when perceptual dimensions are processed
independently. Each dimension retains its unique perceptual identity within
the context of the other dimension, resulting in a lack of interaction among
stimulus dimensions. For example, the two perceptual dimensions illus-
trated in Figure 8.1 are separable dimensions: The perception of color does
not influence the perception of shape and vice versa. Observers can focus on
an individual dimension and ignore variations in the irrelevant dimension.

Figure 8.7a provides a hypothetical but representative set of results for
separable perceptual dimensions across each of the four conditions in the
speeded classification task. As illustrated by this graph, performance with
separable dimensions will be better when the experimental task requires the
observer to consider variations within a single perceptual dimension (e.g.,
shape alone or color alone). The control, selective, and redundant conditions
can all be performed on this basis and performance should be relatively
good, as illustrated in Figure 8.7a.

On the other hand, performance on divided attention tasks should be poor.
Separable stimulus dimensions are processed independently and do not inter-
act to produce new higher order visual properties. As a result, variations in
not one but two perceptual dimensions need to be considered; rules govern-
ing the various conjunctions and correct responses then need to be applied.
An implication is that mental processing or effort is required to combine

© 2011 by Taylor & Francis Group, LLC



182 Display and Interface Design: Subtle Science, Exact Art

5 (a) Separable (b) Integral (c) Configural
£ . _
Mm

g . _

g

g .

[

o}

o - . - L 1
2
5 ] 1 .
Z C S D R C s D R C S D R

C (Control) S (Selective) D (Divided) R (Redundant)
FIGURE 8.7

Proposed categories of stimulus dimensions (i.e., separable, integral, and configural) and pro-
totypical patterns of results for each of the speeded classification conditions (i.e., control, selec-
tive, divided, and redundant).

the independent dimensions. As illustrated in Figure 8.7a, performance with
separable perceptual dimensions should therefore suffer in divided atten-
tion tasks, when both dimensions must be considered.

8.4.1.2 Integral Dimensions

In contrast to separable dimensions, an integral relationship is defined by
a strong interaction between stimulus dimensions. Garner (1970) states that
“two dimensions are integral if in order for a level on one dimension to be
realized, there must be a dimensional level specified for the other” (p. 354).
For example, hue and brightness are often proposed as integral perceptual
dimensions; perceived color is a function of both. Integral stimulus dimen-
sions are processed in a highly interdependent fashion; a change in one
dimension necessarily produces a change in the second dimension.

As a result of this highly interdependent processing, a redundancy gain
occurs: “These stimuli are perceived not dimensionally but in terms of
their overall similarity, and an additional, redundant dimension makes two
stimuli more discriminable” (Pomerantz 1986, p. 17). Thus, performance in
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the redundant condition is particularly good (see Figure 8.7b). However,
the unique perceptual identities of the individual dimensions are lost and
performance suffers when attention to one (control and selective attention
conditions) or both (divided attention condition) dimensions is required. An
implication is that the integral stimulus dimensions are naturally processed
as a single entity and that additional processing or effort is required to dis-
sect this single entity. This pattern of results is illustrated in Figure 8.7b.

8.4.1.3 Configural Dimensions

A configural relationship refers to an intermediate level of interaction between
perceptual dimensions. Each dimension maintains its unique perceptual iden-
tity, but the two can also interact or “configure” to produce new higher order
properties. Information about the individual stimulus dimensions (e.g, the
orientation of each parenthesis) remains available with configural dimensions.
However, additional configural properties are created through their interac-
tion. For example, the parenthesis pairs in Figure 8.3a and 8.3d [“(” and “)) "]
demonstrate the higher order configural property of vertical parallelism: The
two parts are aligned at their tops and separated by the same amount of space
continuously throughout their vertical axis. Conversely, the parenthesis pairs
in Figure 8.3b and 8.3c demonstrate another higher order visual property: verti-
cal symmetry [“)(” and “()’]. These two parts are aligned at their tops and form
mirror images of each other along the vertical axis (i.e., at each point of vertical,
extent the distance from the vertical axis to each mark is exactly the same).

The general pattern of results typically obtained with configural dimen-
sions is presented in Figure 8.7c. Information regarding individual stimulus
dimensions is still available. Thus, levels of performance for conditions that
require each dimension to be considered independently (i.e., control, selec-
tive, divided conditions) is substantially better with configural dimensions
than with integral stimulus dimensions. On the other hand, these stimu-
lus dimensions are not processed in the totally independent manner that is
seen with separable dimensions. Thus, there appears to be a cost in focusing
attention on one perceptual dimension (this apparent cost will be examined
more closely later in the chapter).

The configural properties produced by the interaction between dimensions
(e.g. the parallelism and symmetry of the parentheses in Figure 8.3) can facilitate
performance when variations on both dimensions must be considered simulta-
neously. The error bars on the bar graphs for the selective and divided attention
conditions indicate a range of possible outcomes, a point that will be discussed
later. The implication is that these stimuli require little or no extra mental pro-
cessing or effort” to combine or to dissect the dimensional components.

It is no coincidence that the terms “separable,” “integral,” and “configural”
have been used to describe visual displays. In fact, these findings have provided
a conceptual foundation for several different approaches to display design
(as described in Chapter 9). Our approach to the design of analog geometric
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displays has been heavily influenced by the concept of configural stimulus
dimensions. Therefore, this concept will now be examined in greater detail.

8.4.2 Emergent Features; Perceptual Salience; Nested Hierarchies

The higher order visual properties produced by the interaction of configural
stimulus dimensions (e.g., the symmetry and parallelism in Figure 8.3) have
historically been referred to as “emergent features.” Pomerantz and Pristach
(1989) describe emergent features in the following fashion: “Basically, emer-
gent features are relations between more elementary line segments, relations
that can be more salient to human perception than are the line segments
themselves” (p. 636).

The term “salience” is synonymous with visual prominence (i.e., conspicu-
ity in a psychophysical sense). Thus, it refers to how well a particular visual
feature stands out relative to other features that are present (i.e.,, how salient
or discriminable or distinctive that visual feature is, independently of any
semantic associations). The definition offered by Pomerantz and Pristach is
overly restrictive, however, since graphical elements other than line segments
can produce emergent features. A sampling of other emergent features that
can be produced by configural dimensions includes colinearity, equality, clo-
sure, area, angle, horizontal extent, vertical extent, and good form.

In Chapter 6 we described the nested, hierarchical geometries that charac-
terize both natural and virtual ecologies (Section 6.6.2). These visual proper-
ties can now be reconsidered in terms of emergent features. For example,
consider the pie chart illustrated in Figure 8.8; this graphical form contains a

FIGURE 8.8

A simple pie chart (see text for a description of the nested, hierarchical emergent features it
contains). (Adapted with permission from Bennett, K. B., A. L. Nagy, and J. M. Flach. 1997. In
Handbook of Human Factors and Ergonomics, ed. G. Salvendy. Copyright 1997, New York: John
Wiley & Sons. All rights reserved.)
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number of emergent features. The most salient emergent feature is its overall
shape; the global outline is that of a closed geometrical form that is perfectly
symmetrical around any axis (i.e., its form is a circle). The area of this circle
is also a global emergent feature. The parts of the circle provide emergent
features at an intermediate level of salience; each slice of the pie has a shape,
an orientation, and an area.

At a lower level of salience are the elementary emergent features (i.e., the
graphical fragments) that define the pie slice: the size of the angle at the
center and the intersections formed by the radius lines and the perimeter
arc. At the lowest level of salience are the graphical fragments that ulti-
mately define the boundaries of the wedge: the line segments and arc. Thus,
one way to consider visual forms is as a set of nested hierarchical features
(including elemental, configural, and global features) that vary in their rela-
tive salience.

8.4.3 Configural Superiority Effect

The configural superiority effect (Pomerantz et al. 1977) is a particularly
compelling example that demonstrates several important points about emer-
gent features. The stimuli in the baseline condition consisted of an array of
four widely spaced and normally oriented parentheses (see Figure 8.9al and
Figure 8.9b1). The observer’s task was to identify the one element of the array
that had a different orientation (i.e., left facing or right facing) than the other
three. In Figure 8.9al and 8.9b1 the disparate stimulus is the left-facing paren-
thesis located in the lower right quadrant. The observer’s task is to indicate
which quadrant of the display (e.g., lower right) contains the anomalous ele-
ment. Thus, this experimental task qualifies as a divided attention task: The
orientation of each parenthesis in the array must be considered to determine
an appropriate response. The average reaction time obtained for the baseline
condition (i.e,, individual parentheses) was 2400 ms, as illustrated in the left-
hand side of Figure 8.9c.

8.4.3.1 Salient Emergent Features

Two additional experimental conditions were also evaluated. In the “salient”
experimental condition, a constant visual context was added to the individ-
ual parentheses. This context consisted of four identical, normally oriented
parentheses (see Figure 8.9a2). This produces the set of four stimuli illustrated
in Figure 8.9a3. Participants performed the same experimental task (to indi-
cate the quadrant containing the parenthesis with a different orientation).
One might reasonably predict that the addition of this constant visual con-
text would degrade performance relative to the baseline condition (i.e., indi-
vidual parentheses); the task would be more difficult because the observer
is now required to sort through (or process) twice as many visual elements
than before (in Tufte’s terms, the data—ink ratio has decreased). These
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FIGURE 8.9

A graphical depiction of the configural superiority effect observed by Pomerantz, Sager, and
Stoever (1977). Two identical visual contexts (except for rotation of the elements) were added
to individual parentheses and produced dramatic differences in performance. (Adapted with
permission from Pomerantz, J. R. 1986. In Pattern Recognition by Humans and Machines, ed.
H. C. Nusbaum and E. C. Schwab. Copyright 1986, Orlando, FL: Academic Press. All rights
reserved.)

additional graphical elements would appear to have no intrinsic value in
and of themselves; the possibility that they could clutter the visual display
and therefore degrade performance is a very real one. Instead, Pomerantz
et al. (1977) found that the addition of this constant visual context resulted in
performance that was substantially better than performance with individual
parentheses; reaction time was almost cut in half (40% reduction; see the
results labeled “salient” on the right-hand side of Figure 8.9¢).
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The interpretation of these results requires the explicit consideration of
the emergent features that were present, their salience (both in general and
relative to each other) and their mapping to the constraints of the task. As
described earlier, the emergent features produced by closely spaced pairs of
normally oriented parentheses are symmetry and parallelism. These emer-
gent features are (1) highly salient in their own right and (2) easily discrimi-
nated from each other.

Furthermore, these emergent features are consistently mapped to the con-
straints of the task. Consider the case when a left-facing parenthesis was the
target (see Figure 8.9a3). The emergent feature of parallelism [“))”] will appear
in the visual quadrant containing the target (lower right), while the emergent
feature of symmetry [“()”] will appear in all other quadrants. Conversely,
when a right-facing parenthesis is the target (not illustrated in Figure 8.9),
the emergent feature of symmetry will appear in the target quadrant (and
parallelism will appear in all other quadrants). Thus, the location of the tar-
get parenthesis was consistently and directly specified by the presence of a
highly salient and highly discriminate feature.

These observations, in combination with the drastically reduced reaction
time, would strongly suggest that the observers were performing qualitatively
different activities in these two conditions. The widely spaced parentheses
in the baseline condition required that the task be completed by consider-
ing and remembering the direction of each of the individual parentheses
in a serial fashion. The addition of the identical context produced higher
order, more salient, and more discriminate visual properties (i.e., emergent
features) that were well mapped to the task constraints. The disparate emer-
gent feature “popped out” from the visual array and specified the location
of the disparate parenthesis directly. The observer did not have to search
for, remember, and compare the directions of individual parentheses; the
appropriate response was directly specified by the presence of the salient
emergent feature.

8.4.3.2 Inconspicuous Emergent Features

A second experimental condition (the “inconspicuous” condition) added
a visual context that contained the same four parentheses. However,
these parentheses were rotated 90° in a counterclockwise direction (see
Figure 8.9b2). These “misoriented” parentheses produced a substantial dec-
rement in performance (see the right-hand side of Figure 8.9c). The amount
of time required to perform the task with the misoriented parentheses
(Figure 8.9b3) was far worse than that required for the baseline condition (an
increase of 23%). The performance differences relative to the salient emer-
gent features condition (Figure 8.9a3) were even more dramatic: Observers
took more than twice as long to identify the appropriate quadrant.

The interpretation of these results requires the consideration of the same
factors described earlier: emergent features, their salience, and their mapping
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to the constraints of the task. It is not particularly clear whether the addition
of the four misoriented parentheses actually produced emergent features or
not. Pomerantz (1986) debates this issue and concludes that “these misori-
ented parenthesis pairs appear neither to group nor to contain any emergent
features .... However, it is possible that they do group and produce emergent
features but that all four stimuli possess the same emergent feature” (p. 16;
emphasis original). What is abundantly clear is that the alternative emergent
features produced by the misoriented parentheses were not easily discrimi-
nated from each other (i.e,, the perceptual differences between emergent fea-
tures were not salient or conspicuous).

The end result is that the correct quadrant to report was not specified by a
salient emergent feature that “pops out” from the visual field automatically
and in parallel. The observers were forced to search the target parentheses
element by element (i.e., serially) to locate the disparate stimulus. In fact,
the increased latencies relative to the baseline condition would strongly
suggest that the additional visual context served to clutter or perhaps cam-
ouflage the location of the anomalous parenthesis (consistent with Tufte’s
data—ink principle).

8.4.4 The Importance of Being Dynamic

These findings emphasize critical differences between the design of static
displays (i.e., those that appear on the printed pages of a book) and the design
of dynamic displays (i.e., those that appear on the interface of a sociotechni-
cal system). Pomerantz (1986) astutely observed that emergent features are
“dependent on the identity and arrangement of the parts” (p. 8). This fact is
clearly illustrated in the results of the configural superiority effect. The iden-
tity of the parts that were added in the well-mapped and the poorly mapped
conditions was exactly the same (i.e.,, both conditions contained four paren-
theses of exactly the same size and curvature). The drastic differences in per-
formance were obtained solely on the basis of differences in the arrangement
of these parts (i.e., the counterclockwise rotation of the parentheses by 45°).

These results underscore the increased difficulty in the design of dynamic
displays (e.g., a display that represents the changing conditions in a power
plant) relative to the design of static displays (e.g., a graph on a printed page).
The arrangement of parts in dynamic displays will constantly be in flux
because they are directly coupled to the changing variables and properties of
the domain. The configurality superiority effect highlights the implications
of this fact: Different spatial arrangements of exactly the same parts can pro-
duce salient emergent features in one case but not in another. Thus, it is criti-
cal that dynamic displays are developed and evaluated under experimental
contexts that allow the range of their dynamic behavior to be observed (i.e.,
dynamic simulations of the work domain). More than once we have designed
displays that looked great on paper, but turned out to be confusing or inef-
fective when they were integrated into a simulated work domain.
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8.5 An Interpretation Based on Configurality
and Emergent Features

The previous section described a theoretical perspective on visual atten-
tion and form perception based upon configural stimulus dimensions and
emergent features. This provides a theoretical foundation for an alterna-
tive interpretation of the results obtained by Pomerantz and Schwaitzberg
(1975). As we will see, this interpretation appears to be more robust and
comprehensive than that provided by perceptual objects and perceptual
glue. Figure 8.10 will be used to clarify this interpretation. It replicates
Figure 8.4 but provides textual labels (located beneath the parentheses) that
explicitly describe the mapping between emergent features and the correct
response.

Control Condition
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Parallelism El) Symmetry (1‘; Parallelism (1) Symmetry ( Iﬁ
Symmetry (2) Parallelism (2) Symmetry (2) Parallelisin (2)
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Emergent Features Emergent Features
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VS,
(g)
Symmetry (1
)

Parallelism (

FIGURE 8.10
This figure replicates Figure 8.4 with additional textual descriptions of the mapping between
emergent features and the required responses.
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8.5.1 Divided Attention

As described previously, the divided attention condition is one that requires
the consideration of a conjunction of stimulus values across both perceptual
dimensions. In terms of Pomerantz and Schwaitzberg’s stimuli, this requires
conjunctions across the spatial location of parentheses and their orienta-
tion. Thus, if the right parenthesis faces to the right (i.e., the top two pairs of
parentheses in Figure 8.10g), then the correct response is determined by the
direction of the left parenthesis. When it faces to the left, the correct response
is “17; when it faces to the right, the correct response is “2.” Similarly, when
the right parenthesis faces to the left (i.e., the bottom two pairs of parentheses
in Figure 8.10g), a response of “1” is required when the left parenthesis faces
to the right and a response of “2” is required when it faces to the left. These
descriptions can be thought of as a set of logical rules that could be used to
determine the appropriate response.

Pomerantz and Schwaitzberg (1975) found that the levels of performance
obtained for this condition depended heavily upon the spacing between
parentheses (see Figure 8.5). Performance was very good when the paren-
theses were close together; performance was very bad when the parentheses
were far apart.

First, consider the good performance when the parentheses were closely
spaced. The presence of salient emergent features that were well mapped to
task constraints is responsible for the high levels of performance. As illus-
trated in Figure 8.10g, the emergent feature of symmetry directly specified
a response of “1”; the emergent feature of parallelism directly specified a
response of “2.” Thus, the complicated logical rules involving the conjunc-
tion of spatial location and orientation outlined before were not required
because the presence of a highly salient emergent feature directly speci-
fied the appropriate response to be made. The response could be made on
the basis of the visual stimulus as a whole, without consideration of its
parts.

Pomerantz and Schwaitzberg (1975) found that these performance bene-
fits disappeared as the spatial distance between parentheses was increased
(see Figure 8.5). The most likely interpretation of these results is that the
increased spatial distance between the parentheses decreased the salience
of the emergent features that were produced, thereby eliminating the
visual evidence that directly specified the correct response. The extremely
poor performance at high degrees of spatial separation is most likely due
to the need to apply the complicated set of logical rules. When the spa-
tial distance between two parentheses exceeded the limit of foveal vision
(approximately 2° of visual angle), the task became a complicated cognitive
task, as opposed to a perceptual one. The location and orientation of each
parenthesis would need to be obtained in a serial fashion and remembered,
and the logical rules about conjunctions and appropriate responses would
need to be applied.
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8.5.2 Control Condition

The control condition is technically a focused task; to complete this task, the
observer must consider only a part of the visual form (i.e., the facing direc-
tion of a single parenthesis, as illustrated in Figure 8.10a—d), rather than the
whole. Recall that this is the experimental condition that produced a pattern
of results that was very difficult to interpret in terms of perceptual objects
and perceptual glue; performance was degraded, instead of improved, as
the spatial distance between parentheses was increased. It is, however, fairly
straightforward to interpret from the perspective of emergent features and
salience. In fact, the interpretation is quite similar to that put forth for the
divided attention condition.

Consider Figure 8.10a-d. The two salient emergent features (parallel-
ism and symmetry) described previously are produced by a pair of stimuli
located close in space. Most importantly, these emergent features are well
mapped to the required responses in the control condition (see the textual
labels under the pairs of stimuli). For example, in control conditions A and
C, the emergent feature of parallelism requires a “1” response and the emer-
gent feature of symmetry requires a “2” response. The mappings between
emergent features and response are opposite for conditions B and D, but this
is a minor concern since trials are blocked within the various control condi-
tions. Thus, a salient emergent feature specifies the appropriate response;
it is likely that the presence of these emergent features was responsible for
the good levels of performance obtained when the parentheses were closely
spaced.

The salience of these emergent features is systematically decreased as
the parentheses are separated in space. At higher degrees of spatial sepa-
ration, the parentheses would no longer configure to produce emergent
features and the observer would need to consider the less salient indi-
vidual parentheses to perform the task. These changes in the salience
of the visual information that could be used in performing the task are
responsible for the degradation in performance. The performance in the
control condition is better than performance in the divided condition at
high degrees of spatial separation because the control condition requires
the consideration of only a single visual feature, as opposed to the con-
junction of visual features across perceptual dimensions that is required
in the divided condition.

8.5.3 Selective Condition

The selective attention condition is also a focused task, technically requir-
ing an observer to consider a part of the visual form to complete the exper-
imental task (i.e., the facing direction of a parenthesis; see Figure 8.10e
and 8.10f). In contrast to the two previous conditions, however, the highly
salient emergent features were not well mapped to task constraints.
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Consider selective condition E (Figure 8.10e). The emergent feature of sym-
metry was paired with both a “1” response [“)(”] and a “2” response [“()”];
the emergent feature of parallelism was paired with both a “1” response
[“(("] and a “2” response [“))”]. The end result is that the salient emergent
features could not be used to perform the experimental task in the selec-
tive condition.

Thus, the individual parentheses had to be used to perform the task,
instead of emergent features. This visual information is much less salient
than the higher order emergent features that they produced. However, the
emergent features did not go away; they were still visible in the visual array.
This produced very low levels of signal-to-noise ratio when the parenthe-
ses were closely spaced; the task-relevant visual information (i.e., indi-
vidual parentheses) was much less salient than the task-irrelevant visual
information (i.e., emergent features) and performance suffered accordingly.
Systematically increasing the spatial distance between parentheses reduced
the salience of the irrelevant emergent features and therefore increased the
relative level of salience for the visual information that was critical in per-
forming the task.

The fact that performance for the selective and control conditions con-
verges at the two highest degrees of spatial separation provides fairly strong
evidence for this interpretation. The closely spaced parentheses produced
salient emergent features that had a beneficial (control condition) or a detri-
mental (selective condition) impact on performance at close spatial proxim-
ity, depending upon the quality of mapping to the experimental task. At the
two highest degrees of spatial separation, the parts no longer configured to
produce these emergent features and the observers were essentially working
with isolated parentheses. The impact of emergent features on performance
disappears; the two conditions produce exactly the same intermediate level
of performance.

8.6 Summary

This chapter has explored basic issues in visual attention and form perception.
These issues are particularly important in building representations for the vir-
tual ecologies that will support effective interaction in law-driven domains.
The focus has been on a relatively restricted portion of the overall nested
hierarchical structure that characterizes these domains (see Figure 6.5)—
specifically, the level of geometrical forms and geometrical fragments. In
terms of operational requirements, the controlling agent will need to focus
on higher order relationships or properties in the domain and on individual
datum. In terms of visual attention and form perception, this translates into
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the capability (or costs) involved in the perception of the parts of visual forms
versus perception of the whole. This fundamental concern has been the pri-
mary organizational factor in the chapter; two alternative theoretical perspec-
tives were outlined with regard to this fundamental concern.

The first theoretical perspective is predicated on the notion of perceptual
objects. Graphical elements in the visual array are perceived as perceptual
objects based on the laws of perceptual grouping (e.g., proximity, similarity,
closure, good continuation, and symmetry). Perception of the whole takes
precedence over perception of the parts; the perceptual grouping is strong
and perception of the parts requires that they be “unglued” from the whole.
There are inherent benefits (perception of the whole; divided attention) and
costs (perception of the parts; focused attention) associated with perceptual
objects. The implication for display design is that no single graphical repre-
sentation can be designed to support the need of cognitive agents to consider
both higher order relationships and properties and the lower level data upon
which they are based. This theoretical perspective is simple and intuitive,
but fails to provide reasonable interpretations of critical findings.

The second theoretical perspective provides a much more comprehensive
interpretation of the empirical findings that were presented. It is predicated
on the critical role of configural stimulus dimensions, emergent features,
perceptual salience, and mappings to task constraints. At its core, this per-
spective is a triadic one (see Chapter 2). Thus, the interpretation of the results
presented in the chapter are based on very specific sets of mappings between
the constraints imposed by the agent (i.e., perceptual systems), the interface
(i.e., properties of visual forms), and the domain or task (e.g., the correct map-
ping to specific responses). It leaves open the possibility that a single graphi-
cal representation can be designed to support the consideration of both
higher order relationships and lower level data.

Performance at divided attention tasks depends upon two factors: (1) The
emergent features produced by the display must be salient, and (2) they must
tell the observer something that they need to know to accomplish the task
at hand. Pomerantz (1986) makes this explicitly clear: “The point is that an
emergent feature (or any type of feature) is of no use in a discrimination task
unless it differentiates among the stimuli to be discriminated and is mapped
into a suitable fashion onto the required response categories” (p. 16).

These principles can be scaled up for the design of configural displays for
dynamic work domains. However, this can be a surprisingly difficult chal-
lenge. Pomerantz (1986) describes emergent features as “elusive,” “not eas-
ily measured,” “idiosyncratic,” “unpredictable,” and capable of producing
“unusual effects” (pp. 6-13). It is important to note that these adjectives
describe characteristics of stimuli that are both static in nature and extremely
simple. Unlike the visual stimuli described in this chapter, the emergent fea-
tures in configural displays will represent meaningful properties of complex
work domains. It follows that these displays will need to be much more com-
plex than the stimuli described in this chapter.
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Another implication is that the emergent features now represent some-
thing in the work domain (i.e,, performance is not dependent upon just the
visual appearance of the display). Thus, the quality of the mapping between
the emergent features and the domain properties that they represent intro-
duces an additional but equally critical consideration in design. Finally, these
displays will be dynamic, with the increased difficulty in design that this
entails (see Section 8.4.4).

Performance at focused attention tasks is also conceptualized in terms of
the same triadic considerations that were critical for divided attention tasks.
The good performance for the focused control task with closely spaced paren-
theses was due to the presence of emergent features that were well mapped
to task constraints. These emergent features were also present in the selective
attention condition with closely spaced parentheses; however, in that context,
they were poorly mapped to the constraints of the task. The apparent cost of
focused attention in the selective task was due to the decreased salience of
the critical visual features (i.e., the orientation of a parenthesis) relative to the
same emergent features. The poorly mapped emergent features retained their
salience, were difficult to ignore, and severely degraded performance.

Note that this is a very different interpretation from that of perceptual
glue. From this perspective, information about the parts (e.g., the parenthe-
ses) is available alongside information about the whole (e.g., the emergent
features). Parts never completely lose their identity relative to the whole
and they can be focused upon when so desired. However, the visual infor-
mation corresponding to these parts can be less distinctive or salient than
the emergent features that they produce. The apparent cost for focused
attention tasks is due to imbalances in salience between emergent features
and lower level graphical elements. The parts can be inherently less salient
than the emergent features; in some cases (e.g., the selective attention costs
discussed in the current chapter), the difference will produce a cost in
performance.

Pomerantz and Pristach (1989) foreshadow these conclusions:

[W]e need not hypothesize any perceptual glue to account for the subjec-
tive cohesiveness of forms or the apparent failures of selective attention
to line segments. Subjects may prefer to attend to more salient emergent
features than to less salient line segments, but this is not any sort of a
failure .... One implication is that line segments do not lose their per-
ceptibility when they are embedded within configurations of the type
studied here. The process of grouping involves not losses of line seg-
ments but gains of emergent features. Observers may opt to attend to
these novel features, but the line segments remain accessible; the forest
does not hide the trees. (p. 642)

This theoretical perspective leaves open the possibility of designing a sin-
gle display format to support both focused and divided attention tasks. It
suggests that if the perceptual salience of the elemental features is increased
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relative to the emergent features, then this potential cost may be offset. This
possibility was investigated in a series of empirical studies that investigated
design strategies to increase the salience of elemental features. Some of these
techniques also added structural information, above and beyond perceptual
salience, that was useful in offsetting these potential costs. Chapters 9, 10,
and 11 will reconsider all of these issues in the context of display design.
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9

Semantic Mapping versus
Proximity Compatibility

9.1 Introduction

Yet within the compatibility of proximity framework, such a bar graph
display has low display proximity. The bar graphs’ superiority cannot be
explained by redefining display proximity, as redefinition would make
the concept so general it would cease to say anything more than “a dis-
play that causes better performance.” (Sanderson et al. 1989, p. 196)

In this chapter we continue to examine issues in the design of analogical rep-
resentations for law-driven domains, moving beyond the study of basic visual
processes and into the realm of display design. Two alternative approaches
to display design will be compared and contrasted, both of which are heavily
influenced by the visual attention and form perception literature described
in the previous chapter. Both approaches are influential. Articles describing
the “semantic mapping” approach (Bennett and Flach 1992) and the “proxim-
ity compatibility” approach (Wickens and Carswell 1995) were identified as
the seventh and eighth most influential papers ever published (over 50 years
and 2008 articles) in the journal Human Factors (Salas and Cooke 2008).

These two approaches to display design are often treated very similarly
in the literature. They are sometimes cited together when a design is justi-
fied, when experimental predictions are made, or when the results of experi-
mental evaluations are interpreted (e.g., Marino and Mahan 2005; Peebles
2008). For example, Peebles (2008) states: “The relationship between display
and mental proximity has been revealed in several studies (e.g., Barnett
and Wickens, 1988; Bennett and Flach, 1992; Bennett, Toms, and Woods,
1993; Carswell and Wickens, 1987, Wickens and Andre, 1990; Wickens and
Carswell, 1995)” (p. 86). We believe that the degree of interchangeability that
is often conferred upon these two approaches is both unfortunate and mis-
guided (e.g., Bennett and Fritz 2005).

The fundamental purpose of this chapter is to provide concrete examples of
abstract principles of design that are critical for interface representations for
law-driven domains (i.e., analog geometrical forms). Alternative principles are
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described and made concrete through detailed analyses of selected studies;
predictions for performance are compared to the findings in the display design
literature. A secondary purpose is to dispel the misconceptions alluded to in
the previous paragraph. Each approach will be discussed in detail, including
its origins in the visual attention and form perception literature and its evolu-
tion over time. We begin with a description of proximity compatibility.

L]
9.2 Proximity Compatibility Principle

The proximity compatibility principle (PCP) is an approach to display
design developed by Wickens and his colleagues. The original version of
PCP (Barnett and Wickens 1988; Carswell and Wickens 1987; Wickens and
Andre 1990) will be described first; revisions to PCP (Wickens 1992; Wickens
and Carswell 1995) will be considered at the end of the chapter. The original
version of PCP drew heavily upon the visual attention and form perception
literature described in the previous chapter. The theoretical concept of per-
ceptual objects assumed a critical role in PCP. This approach also empha-
sized the role of integral and separable perceptual dimensions (see Chapter
8, Section 8.4.1) in display design; configural perceptual dimensions were,
by and large, ignored. Principles of display design and predicted perfor-
mance for divided-attention tasks will be considered first.

9.2.1 PCP and Divided Attention

Carswell and Wickens (1987) define an object display as “any graphical tech-
nique that uses several dimensions of a single perceptual object to present
multiple sources of information” (p. 511). This design technique was pre-
dicted to improve performance at divided-attention tasks due to the auto-
matic and parallel processing of perceptual objects:

A clear benefit of the use of these displays in multichannel information
processing tasks [i.e., divided attention] emerges from the collective
research on the object concept in perception ... the various attributes of
a single object are bound together in perceptual processing, and there-
fore are processed in parallel ... object configurations provide an inher-
ent constant benefit to processing of multidimensional information.
(pp- 511-512)

Thus, PCP maintained that presenting multiple variables in a single per-

ceptual object (i.e,, an object display) circumvented the need to process each
of these variables in a time-consuming serial fashion. The visual perceptual
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system accomplished this automatically and in parallel by virtue of the fact
that it is built to perceive perceptual objects (see the associated discussion of
perceptual grouping and Gestalt laws in Chapter 8, Section 8.3).

Dimensional integrality is the second factor contributing to predictions
of improved performance for object displays and divided-attention tasks.
According to the original version of PCP, object displays were composed of
integral stimulus dimensions (Carswell and Wickens 1987):

Garner (1970) distinguishes between two types of relations that can hold
for a pair of dimensions. Integral dimensions are those in which speci-
fication of the level on one dimension requires that the other dimension
be represented. According to this criterion, the height and width of a
rectangle [i.e., object display] are integral (i.e., in order to specify the
height, the rectangle must have a width; otherwise it would not be a
rectangle). (p. 512)

As described in the previous chapter, integral stimulus dimensions are
supposed to interact to produce new, global perceptual properties above
and beyond the contributions of each stimulus dimension on its own. Thus,
PCP predicted that these global properties would facilitate performance at
divided-attention tasks, when the relationship between two or more vari-
ables needed to be considered in a display.

Thus, the original conceptualization of PCP drew heavily upon two con-
cepts originally identified in the visual attention and form perception litera-
ture: perceptual objects and integral stimulus dimensions. Wickens and his
colleagues coined the term “object integrality” as a form of shorthand nota-
tion to refer back to these fundamental concepts.

The original predictions of PCP for object displays and divided-attention
tasks are illustrated in Figure 9.1 (Wickens and Carswell 1995). The solid line
represents predicted levels of performance for high task proximity, which
roughly corresponds to what has been referred to as divided-attention tasks.
Object displays are conceptualized as being close, or similar, in display
proximity (i.e., located on the left side of the graph’s Y-axis). Thus, Figure 9.1
illustrates PCP’s prediction that object displays will facilitate performance at
divided-attention tasks.

In contrast, PCP predicts poor performance at divided-attention tasks
(solid line) for displays that are low in proximity (located on the right side
of the graph). The most common example of a display that possesses low
proximity is a bar graph. This format uses a unique graphical representa-
tion for each individual variable (i.e., a bar) instead of a single perceptual
object. PCP explicitly linked this type of display to the concept of separa-
ble stimulus dimensions: “Separable dimensions, like separate bar graphs,
do not require this joint specification” (Carswell and Wickens 1987, p. 512).
These displays are referred to as “separable” or “separate” displays because
of this link.
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Original predictions of the proximity compatibility principle of display design. (Adapted
with permission from Wickens, C. D., and C. M. Carswell. 1995. Human Factors 37 (3): 473-494.
Copyright 1995 by the Human Factors and Ergonomics Society. All rights reserved.)

The predictions of poor performance with bar graph displays were derived
directly from the concept of separable stimulus dimensions. As described in
the previous chapter, no new perceptual properties are formed by the inter-
action of separable dimensions; no emergent properties will be present to
testify with regard to relations between variables. Since these relationships
are critical to the performance of divided-attention tasks, they will need to
be determined by considering each variable one at a time in a serial manner.
This was predicted to take time and to draw upon limited capacity resources
(e.g., working memory).

9.2.2 PCP and Focused Attention

The opposite pattern of results was predicted for these two categories of
displays when focused-attention tasks need to be performed (i.e., the dashed
line representing low task proximity). PCP predicted that the processing
mechanisms associated with object integrality would work against object
display formats for these tasks. For example, Carswell and Wickens (1987)
state that “the various attributes of a single object are bound together in perceptual
processing” (pp. 511-512). This strongly implies a belief in the notion of per-
ceptual glue that was discussed in the previous chapter (i.e., the parts of an
object are “glued” together and extra cognitive effort is required to “unglue”
them).

The negative impact of integral stimulus dimensions is made explicit
(Carswell and Wickens 1987):

The relevance of the distinction to the current issue is Garner’s finding
that it is difficult to focus attention directly on one of a pair of integral
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dimensions, while ignoring variation on the other (Garner and Felfoldy
1970). Given that the dimensions of an object are more likely to be inte-
gral than separable, this finding would imply at least one instance in
which object displays might prove difficult to use: when focused atten-
tion to a single attribute is required (e.g, in check reading a particular
value on a display). (p. 512)

Thus, object displays (close display proximity, left side of Figure 9.1) were
predicted to produce poor performance at focused-attention tasks (dashed
line).

In contrast, separable displays (e.g., bar graph displays, distant display
proximity, right side of Figure 9.1) were predicted to improve performance
at focused-attention tasks: “The second hypothesis of the principle of com-
patibility states that when focused attention is required separable displays
will be superior to integral displays (Goettl, Wickens, and Kramer 1991, p.
1052). Separable perceptual dimensions are processed independently (unlike
integral perceptual dimensions); there are no perceptual object and no per-
ceptual glue. Therefore, information about individual variables should be
readily available in bar graph displays and the observer should be able to
focus on these variables effectively.

9.2.3 Representative PCP Study

Carswell and Wickens’ (1987) study will be used to provide concrete exam-
ples illustrating the PCP approach. Observers were required to monitor two
dynamic systems, each of which had three process variables: two inputs and
an output. Normal system state was determined by a mathematical func-
tion (either additive or multiplicative) relating the two inputs to the output;
a system failure occurred when the output deviated from the mathematical
function. Thus, this qualifies as a divided-attention task: A system failure
could be detected only by considering the relationship between all three
variables.

Two display formats were evaluated in experiment 1. The separable display
used three bar graphs with a common baseline to represent the three system
variables (see Figure 9.2a). The bar graphs for the two system inputs (I, and
I,) were located on the left (I,) and the middle (I,); the bar for the system out-
put (O) was located on the right. Therefore, this display will be referred to as
the “IIO” bar graph display (using the terminology of Sanderson et al. 1989).
The second display was an object display (the triangle display in Figure 9.2b).
An anchor point was located at the base of the triangle (i.e., the small vertical
line). The value of the first input variable determined the distance from the
anchor point to the left side of the triangle (I,); the value of the second input
variable determined the distance to the right side (I,). The height of the tri-
angle was determined by positioning a point directly above the anchor point
at a distance from the baseline that corresponded to the value of the output
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FIGURE 9.2

Displays evaluated in a representative PCP study. (a) Bar graph display with a common base-
line. (b) Triangle object display. (c) Staggered bar graph display without a common baseline.
(Adapted with permission from Carswell, C. M., and C. D. Wickens. 1987. Ergonomics 30:511—
527. Copyright 1987 by Taylor & Francis, London. All rights reserved.)

variable (O). These three points were connected with lines to form the sides
and vertices of the triangle.

Carswell and Wickens (1987) found that the object display improved the
latency of performance at the divided-attention task significantly. These
performance advantages were attributed to object integrality: “These data
suggest that the use of the more integral triangle display is associated with
superior performance across a number of integration [divided attention]
tasks ... the advantage observed with the object display is a fairly general
one” (p. 521; emphasis added).

Observers performed a focused-attention task in experiment 2. Each
of the individual variables (I;, I,, and O) had its own set point value; the
observer’s task was to monitor each variable for instances where its value
crossed (i.e., became greater than or less than) the value of its set point.
The same integral object display was used (Figure 9.2b); a staggered bar
graph display (Figure 9.2¢c) replaced the original bar graph. Dependent
measures of accuracy, latency, and false alarms were obtained. No sig-
nificant differences were found between displays for accuracy and false
alarms. However, the staggered bar graph display produced significantly
faster response times than the object display. Carswell and Wickens
(1987) interpret their results as follows: “This finding is consistent with
other studies in our laboratory showing object-related deficits ... object
displays may prove to be poor choices for tasks in which independent or
focused processing of some of the displayed elements must be carried
out” (pp. 523-524).

© 2011 by Taylor & Francis Group, LLC



Semantic Mapping versus Proximity Compatibility 203

9.2.4 Summary of PCP

The original version of PCP conceptualized issues in display design in terms
of object integrality. An inherent trade-off between display and task proxim-
ity was predicted (see Figure 9.1). Each type of task (e.g., focused vs. divided
attention) was viewed as requiring a different type of display (e.g., separable
bar graphs vs. integral object display) for effective support; no single display
format was viewed as having the capability to facilitate performance at both
types of tasks.

9.3 Comparative Literature Review

In the early 1990s we performed a literature review of the empirical labora-
tory studies that had been conducted with regard to these issues in display
design (Bennett and Flach 1992). A numerical index to the studies in this
review is provided at the bottom of Figure 9.3. The encoding conventions
used to represent the displays, outcomes, and theoretical implications of
each finding are described in the top panels of Figure 9.3.

The results are organized into two figures; each figure provides the set of
results for divided (Figure 9.4) and focused (Figure 9.5) attention. The three
columns accumulate each finding according to the logical consistency of
the outcome relative to the predictions of PCP: consistent (left), inconsistent
(middle), or neutral (insignificant or mixed results, right column).

9.3.1 Pattern for Divided Attention

The overall pattern of results for divided attention does not provide strong
support for the predictions of PCP. It was predicted that integral object dis-
plays (high display proximity) would facilitate performance at divided-at-
tention tasks (high task proximity). A total of 54 experimental comparisons
were reported for divided attention (Figure 9.4). Approximately one out of
three empirical findings (19/54, 35%) was found to support this prediction. A
fairly large number of findings were actually in the opposite direction: One
out of five effects (11/54, 20%) indicated that separable bar graph displays
(low display proximity) were statistically superior to object displays (high
display proximity). The most common finding is the lack of statistically sig-
nificant differences between display types (24/54, 44%).

9.3.2 Pattern for Focused Attention

The results for focused attention (Figure 9.5) provide even less support for
the predictions of PCP. It was predicted that separable bar graph displays
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Key to graphical summaries of literature review presented in Figures 9.4 and 9.5. (Adapted
with permission from Bennett, K. B., and J. M. Flach. 1992. Human Factors 34:513-533. Copyright
1992 by the Human Factors and Ergonomics Society. All rights reserved.)
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Summary of early laboratory evaluations on focused attention tasks relative to original pre-
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Factors 34:513-533. Copyright 1992 by the Human Factors and Ergonomics Society. All rights
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(i-e., low proximity displays) would facilitate performance at focused-atten-
tion tasks (i.e., low proximity tasks). The most common finding, by far, was
a lack of statistically significant differences between display types: nearly
three of four effects (22/30, 73%) fell into this category. Less than one out of
four effects (7/30, 23%) was consistent with the predictions of PCP. In sum-
mary, the literature review reveals that the overall fit between the predic-
tions of PCP and the results obtained in early laboratory investigations was
not particularly good.

9.4 Semantic Mapping

An alternative approach to the design of geometrical form displays, which
we have referred to as semantic mapping (Bennett and Flach 1992), will now
be described. It is a triadic approach that draws upon the visual attention
and form perception literature described in the previous chapter. In con-
trast to PCP, however, the emphasis is on configural stimulus dimensions (as
opposed to separable and integral stimulus dimensions), emergent features,
and mapping to domain constraints (as opposed to perceptual objects).
The term “semantic mapping” refers to the same complex set of mappings
between domain, interface, and agent that are referred to in past and future
chapters. Thus, it should be considered by the reader as simply a synonym
for ecological interface design.

The next two sections will describe this approach, which provides an alterna-
tive theoretical perspective for the interpretation of the pattern of results that
were obtained in the literature review. Concrete and detailed examples will be
provided to make the associated principles of design as clear as possible. This
will include some studies that were not part of the original literature review.

The semantic mapping approach to display design is based on the triadic
considerations of semiotics: The effectiveness of a display will ultimately
depend upon the quality of very specific sets of mappings between three
mutually interacting sets of constraints: the domain, the agent, and the dis-
play (e.g., Figure 6.6). The core problem in implementing effective displays
for law-driven domains is to provide analog, visual representations that are
perceived as accurate reflections of the domain constraints (its semantics or,
alternatively, the affordances). Each particular representation that is chosen
will produce a different set of display constraints, as defined by its spatiotem-
poral structure (i.e., the visual appearance of the display over time). That is,
each representation will vary in terms of the degree to which it specifies the
affordances of the domain (see Figure 6.6).

The concepts of configural stimulus dimensions and emergent features are
critical. Thus, the term “configural” will be used to describe analog geomet-
ric displays. It is a more general adjective to use than “object” since a closed
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geometrical form is not required to produce emergent features. Its use also
emphasizes that it is emergent features—not “objectness” per se—that control
performance. The emergent features produced by configural displays will
generally take the form of symmetries: equality (e.g, length, angle, area), par-
allel lines, colinearity, or reflection. In addition, some of the Gestalt proper-
ties (e.g., closure, good form) might also be considered as emergent features.

Ultimately, performance will depend upon the quality of mapping between
the three sets of constraints. Are the critical domain constraints accurately
reflected in the geometrical constraints of the display? Does the level of visual
salience in the various display representations match the level of importance
of the corresponding information in domain terms? Are any breaks in the
domain constraints (e.g., abnormal or emergency conditions) accurately
reflected by corresponding breaks in the geometrical constraints (e.g., the
visual form)? That is, does the display possess a high degree of specificity?

The second consideration is the degree of attunement of the agent viewing
the display. Can the agent pick up the invariants (e.g., the breaks in geometri-
cal constraints) of the display reliably? Does the agent have sufficient knowl-
edge about the underlying domain to properly discriminate the alternative
states of the system that the display is designed to represent? How these
questions are addressed will determine whether the cognitive agent will be
able to obtain meaning about the underlying domain in an effective fashion.
Concrete examples of these principles will be drawn from the display design
literature in the following section.

9.4.1 Semantic Mapping and Divided Attention

The first example illustrates principles of good configural display design
for the support of divided-attention tasks. Woods, Wise, and Hanes (1981)
adapted the original design of Coekin (1970) in developing a safety parameter
display system (SPDS) for use in power plants. This display collects over 100
individual sensor values and combines them into a single analog geometric
form: an octagon. The vertices of this configural display are dynamically
scaled so that the octagon is perfectly symmetrical when normal conditions
exist in the plant (see Figure 9.6.a). Conversely, a developing abnormality
produces systematic distortions in the symmetry of this geometric form.
Particular types of abnormalities are associated with characteristic or “sig-
nature” distortions of the octagon. For example, the shape of the geometric
form that characterizes a loss-of-coolant accident is illustrated in Figure 9.6.b.
This display achieves a primary goal in configural display design: When the
process constraints in the domain are broken (i.e., there is an abnormality), it
is reflected directly in the broken geometrical constraints of the form.

This display is effective because it produces emergent features (i.e., geo-
metric constraints) that are both salient and accurate in reflecting the under-
lying properties of the domain—not because it is a perceptual object. It is a
great example of the fact that graphical forms will possess a “hierarchy of
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FIGURE 9.6

A configural display used to represent the overall status of a process control domain.
(a) A perfectly symmetrical octagon represents normal operating conditions. (b) System faults
are represented by characteristic distortions of the geometrical form. (Adapted from Schaefer,
W.E. etal. June 23, 1987. Generating an integrated graphic display of the safety status of a com-
plex process plant, United States Patent 4,675,147.)
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nested structures, with local elements combining to produce more global
patterns or symmetries” (Bennett, Nagy, and Flach 1997, p. 681). The graphi-
cal elements (e.g., a line) are at the lowest level of the hierarchy. Each line that
connects the values on two adjacent axes produces a local emergent feature:
orientation. Each pair of lines that connect three axes produces a contour
with intermediate-level emergent features including orientation, shape (e.g.,
“spike” vs. “flat”), angle, and symmetry. Finally, the eight contours combine
to form a closed polygon that produces higher level, global emergent fea-
tures that define its overall shape.

This general display format has become a popular one (alternatively
referred to as a polar coordinate, a spoke, a polygon, or a spider display).
Unfortunately, it is a display format that is often used improperly or imple-
mented ineffectively (as will be demonstrated later in the chapter). The numer-
ous, salient, and hierarchically nested emergent features described in the
previous paragraph visually specify relationships and interactions between
variables. If the domain variables themselves do not have corresponding
relationships (i.e., if there are poor mappings between display and geometri-
cal constraints), then the display will be misleading and ineffective.

9.4.1.1 Mappings Matter!

The second example is one of the first empirical demonstrations of the conse-
quences of effective and ineffective mappings. MacGregor and Slovic (1986)
used a multiple cue judgment methodology: The observer’s task was to con-
sider multiple pieces of low-level data (age, 10K race times, training, etc.) and
then to predict the amount of time that a runner would need to complete a
marathon. Several different display formats were used to present these data,
including a bar graph display, a face display, a polar coordinate display, and
a deviation display. The first experiment compared performance between
all four displays and found that the face display (a configural display; see
Figure 9.7) produced significantly better performance.

The authors conducted a second experiment that illustrates the critical role
played by mapping between geometric and domain constraints. Statistical
analyses revealed that some of the information cues (e.g., 10K race results)
were more useful (i.e., diagnostic or reliable) in predicting marathon times
than other cues (e.g., runner’s age). The authors also believed that some of
the emergent features produced by the face display (e.g., the curvature of the
mouth) were more salient than other emergent features (e.g., the length of
the nose). This possibility was investigated by developing two versions of the
face display. In the well-mapped version, the emergent features believed to
be more salient (e.g., mouth curvature) were used to represent the more use-
ful information cues (fastest 10K; see the face 1 displays in Figure 9.7). In the
poorly mapped version, these same salient emergent features (mouth) were
used to present the less useful information cues (age; see face 2 displays).
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Face displays illustrating the impact of alternative mappings between informational cues and
visual features (i.e., face 1 vs. face 2). (Adapted with permission from MacGregor, D., and P.
Slovic. 1986. Human—Computer Interaction 2:179-200. Copyright 1986 by Lawrence Erlbaum
Associates. All rights reserved.)

It was found that the well-mapped face display produced more accurate
predictions of marathon times than any of several other formats that included
bar graph and polar star forms. The poorly-mapped face display resulted
in poorer performance than all the other formats. Thus, the same display
format was capable of producing either the best performance or the worst
performance depending upon the quality of semantic mapping. MacGregor
and Slovic (1986) describe their findings in the following fashion: “Subjects
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exposed to the face 2 [poorly mapped] display were less able to utilize the
information portrayed than were individuals receiving the face 1 [well-
mapped] display” (p. 195). Overall, the authors conclude that “judgmental
performance is markedly enhanced or degraded by the degree to which the
display format provides the user with an organizing structure that facilitates
a matching between the relative importance of information and the psycho-
logical salience of the display’s graphic features” (p. 179).

These results highlight perhaps the fundamental premise of the semantic
mapping approach to display design: Effective display design depends upon
the quality of specific mappings between observer constraints (e.g,, the salience
of the emergent features; the ability of an observer to pick up information), task
constraints (the nature of the work to be done), and display constraints (the spa-
tial and temporal characteristics of the visual form). In this case, the same diag-
nostic information was presented using the same display format; yet, substantial
variations in performance were obtained due to differences in the quality of
mapping between specific emergent features and specific diagnostic cues.

As an aside, it is important that the reader not interpret this discussion as
an endorsement of the face display format (it is not a recommended format).
Rather, the point is that in display design, the “devil” is really and truly in
the “details.” Small and seemingly innocuous choices in design can have
inordinately large consequences for either good or bad.

9.4.1.2 Configurality, Not Object Integrality: |

These observations constitute the fundamental principles of the semantic
mapping approach and provide the framework for an alternative interpreta-
tion of the results obtained in the literature review. There were a substantial
number of significant effects favoring bar graphs over geometric form dis-
plays at divided-attention tasks (11 total; see the middle column of Figure 9.4).
These findings are particularly problematic for the PCP approach to display
design since integral (i.e., object) displays were predicted to be superior to
separable displays (i.e., bar graphs) for this type of task.

In contrast, the interpretation of these findings is relatively straightforward
when one considers display design from the perspective of configurality and
semantic mapping (i.e., the presence of emergent features and the degree
to which they are mapped to task constraints). Ten of the eleven significant
effects identified in the review will be discussed.

Sanderson et al. (1989) designed an experiment to test the possibility that
configurality is a more important display design principle than object inte-
grality for divided-attention tasks. They essentially replicated the Carswell
and Wickens (1987) study investigating divided attention (i.e., experiment 1),
with one important difference. The location of the I, and the O variables in
the IIO bar graph display (see Figure 9.8a) were switched. The new version
of the bar graph display (see Figure 9.8) is therefore referred to as the 101
display.
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The IOI configural bar graph display (left) and a geometrical form display (right) as they would
appear prior to a fault (a) and 3s (b), 6s (c), and 9s (d) after the onset of a fault. (Adapted with
permission from Sanderson, P. M. et al. 1989. Human Factors 31:183-198. Copyright 1989 by the
Human Factors and Ergonomics Society. All rights reserved.)

Sanderson et al. (1989) found that observers were far better at detecting the
presence of faults with the new IOI bar graph display than with the triangle
display. These performance advantages were substantial and consistent: the
detection of system faults was completed in significantly less time and with
significantly greater accuracy with the IOl bar graph display; this pattern of
results was obtained in both experiments 1 and 2. These are the outcomes
identified by the numeric label 12 in the middle column of Figure 9.4.
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The interpretation of these results is based on emergent features and map-
ping to task constraints, rather than object integrality. The new configuration
of bars in the IOI display produces a salient emergent feature that is well
mapped to domain constraints. Recall that, under normal operating condi-
tions, the value of the output variable is equal to the average of the two input
values. The new arrangement of bars in the IOl display produces a linear
configuration between the heights of the three bar graphs when this relation-
ship holds true: A straight line could be drawn that would touch the top of
all three of the bar graphs simultaneously. This is illustrated in Figure 9.8a
by the dashed gray line at the top of the bar graphs. Sanderson et al. (1989)
referred to this emergent feature as “inferred linearity” because the line
itself was never actually drawn on the display.

The salience of this emergent feature and the degree to which it specifies
the presence of a fault is illustrated in the left side of Figure 9.8. The four pan-
els of the figure reproduce the dynamic changes in the IOI display 3 (9.8b), 3
(9.8¢), and 9 (9.8d) seconds after the onset of a fault. The linear relationship
between the heights of the bar graphs is broken as the fault progresses; the
height of the middle output bar graph increases at a rate that is dispropor-
tional to the changes in the input bar graphs. This break in inferred linearity
(i.e, a break in the geometrical constraints of the display) is clearly visible
after only 3 seconds.

In contrast, the triangle display did not produce an emergent feature that
was particularly well mapped or salient. The primary emergent feature is
the size of the angle formed at the topmost vertex (i.e., the apex of the tri-
angle). This angle only approximates a right angle under normal operat-
ing conditions (see Figure 9.8a, right side). The dashed gray lines provide
a right triangle for reference purposes only (it was not present in the actual
experiment). As illustrated in Figure 9.8a—d, the angle becomes progressively
smaller as the fault progresses. However, these visual changes are quite dif-
ficult to detect even 9 seconds after the onset of the fault.

The results indicate that the presence of emergent features, their salience,
and their mapping to task constraints are the critical factors in the design of
this type of display. In this particular instance, the bar graph display pro-
duced emergent features (inferred linearity) that are more salient and well
mapped to domain constraints than those produced by the triangle display
(deviations in angle). This allowed observers to register, or pick up, the visual
cues that signaled the onset of a fault more effectively with the bar graph
display. The fact that the triangle display consists of a unitary perceptual
object is far less important than the salience of the emergent features that
it produces and their mapping to task demands. In Sanderson and others’
words (1989): “These results demonstrate that an object display often will not
support better integrated [divided] task performance (failure detection) than
will a separated bar graph display. In both experiments display proximity
has not served task proximity well” (p. 195).
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9.4.1.3 Configurality, Not Object Integrality: 11

Coury, Boulette, and Smith (1989) also found empirical results favoring a bar
graph display relative to a geometric form display (a polar coordinate dis-
play) on a divided-attention task. The benefits in performance are reason-
ably consistent across experimental conditions: Five significant effects were
found favoring a bar graph display (these are the outcomes identified by the
label 7 in the middle column of Figure 9.4). These findings are also inconsis-
tent with the predictions of PCP, but can be reasonably interpreted using the
principles of the semantic mapping approach.

Participants performed a divided-attention task (multiple-cue judgment)
in this study. They were presented with a display representing the value of
four system variables. The experimental task was to categorize these values
into one of four system states. Each state was defined by a specific range of
values across the four system variables, as illustrated in Table 9.1. The experi-
mental task clearly qualifies as a divided-attention task since the value of
all four variables must be considered to determine the correct system state.
Coury et al. (1989) evaluated two graphical displays and an alpha-numeric
display using this classification task.

The propositional representation of the task constraints presented in
Table 9.1 is precise but cumbersome. It is a great example of a fundamental
point raised in Chapter 7—that the representation of a problem has a pro-
found influence on the ease or difficulty of its solution. This representation
obscures critical aspects of the task: that the relationships between some vari-
ables are critical to performance of the experimental task, while the relation-
ships between other variables are irrelevant. The task constraints are more
easily understood when they are illustrated graphically. They will be con-
sidered in the context of one of the graphical representations evaluated by
Coury et al. (1989).

The bar graph display, illustrated in Figure 9.9a, had unique representations
for each of the four system variables. The relationships between individual

TABLE 9.1

Ranges of Values for System Variables That Define Four
Alternative System States

System Variable
System
State Q M B H
1 25-51 49-75 0-26 74-100
2 25-51 49-75 74-100 0-26
3 49-75 25-51 0-26 74-100
4 49-75 25-51 74-100 0-26

Source: Adapted with permission from Coury, B. G., M. D.
Boulette, and R. A. Smith. 1989. Human Factors
31:551-570. Copyright 1989 by the Human Factors
and Ergonomics Society. All rights reserved.
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FIGURE 9.9

(@) A configural bar graph display that produces salient and well-mapped emergent features
(inferred linearity—dashed lines) that can be used to determine system state. (b) The mapping
between task constraints and geometrical constraints of the display. (Adapted with permission
from Coury, B. G, M. D. Boulette, and R. A. Smith. 1989. Human Factors 31:551-570. Copyright
1989 by the Human Factors and Ergonomics Society. All rights reserved.)

variables and system states that must be considered for successful comple-
tion of the classification task are illustrated in Figure 9.9b. Each of the four
graphical regions that have been superimposed on the bar graphs represents
the constraints of the task as they are mapped into this particular representa-
tion. It is important to note that each graphical region does not correspond to
a specific system state. Rather, each represents critical relationships between
two pairs of variables (Q vs. M and B vs. H) that must be considered jointly
to perform the classification task successfully.

First, consider the relationship between Q and M (i.e,, the left pair of bar
graphs in Figure 9.9b). The specific relationship between these two variables
will satisfy the requirements for two system states and eliminate the remain-
ing two system states from consideration. Thus, each superimposed graphical
region represents a pair of system states and the range of values for individual
variables that satisfy the associated classification rules. For example, the val-
ues of Q and M in Figure 99 fall within the range that satisfies either state 1
or 2 (light gray region) and eliminates states 3 and 4 (dark gray region).

Similarly, the relationship between variables B and H (the right pair of bar
graphs) differentiates between another jointly specified pair of system states
(i.e., state 1 or 3 versus state 2 or 4) that are also represented graphically. For
example, the specific relationship between B and H falls in the region that
specifies either state 2 or 4 (dark gray region). Since state 4 is eliminated by
the Q and M relationship, state 2 is the correct classification.
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Coury et al. (1989) obtained the best levels of performance with this
display. It does not incorporate variables into a single geometric form (an
object display, in PCP terminology). Once again, the interpretation from the
semantic mapping perspective relies upon the presence of salient emergent
features that are well mapped to task constraints. The emergent features pro-
duced by this display are the relative heights of bar graphs (see Figure 9.9a).
These emergent features are emphasized by the imaginary dashed gray lines
between the critical pairs of bar graphs (these lines were not actually in the
displays). Note that these are the same emergent features (i.e., inferred lin-
earity) that Sanderson et al. (1989) found to be effective.

Thus, the display produces salient emergent features that have a direct and
unequivocal mapping to system states and the constraints of the categoriza-
tion task. These emergent features provide a graphical “shorthand” solution
to the problem of categorizing system state. When the orientation of the two
inferred lines between pairs of critical variables both point upward (i.e., “/
/” or up—up), state 1 is specified. Similarly, up—down (“/ \”) specifies state 2,
down—up (“\ /”) specifies state 3, and down-down (“\ \”) specifies state 4.

The second graphical display evaluated by Coury et al. (Figure 9.10a) rep-
resents the four system variables as a geometrical form (an object display
in PCP terms). This is a variation of the polar coordinate format previously
described (see Figure 9.6). The primary difference is that only four poles are
used, producing a four-sided polygon (see the black lines in Figure 9.10a)
instead of an octagon. Note that the same values for individual variables

Q

Jord

or 3
Lor lor2

M

(a) (b)

FIGURE 9.10

(a) A polar coordinate display that produces emergent features that are not particularly salient
or well mapped and therefore less useful for determining system state. (b) The mapping
between task constraints and geometrical constraints of the display. (Adapted with permis-
sion from Coury, B. G., M. D. Boulette, and R. A. Smith, R. A. 1989. Human Factors 31:551-570.
Copyright 1989 by the Human Factors and Ergonomics Society. All rights reserved.)
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are used in both Figures 9.9 and 9.10. Note also that the same general strat-
egy and encoding conventions for illustrating the mapping between task
constraints and geometrical constraints are used in Figure 9.10b. Thus, the
superimposed graphical regions represent a pair of system states and the
range of values for individual variables that satisfy the associated classifica-
tion rules.

The numerous, salient, and hierarchically nested emergent features pro-
duced by this display format were described in Section 9.4.1. Some of these
emergent features are both salient and relevant for performance of the state
categorization task. For example, the required visual comparisons between
the B and H variables are mapped into global emergent features of the over-
all geometrical form that uniquely specify system states (see Figure 9.10b):
States 1 and 3 (light gray fill) are characterized by an elongated polygon that
points to the left; states 2 and 4 (dark gray fill) are characterized by an elon-
gated polygon that points down.

On the other hand, the emergent features that support the equally criti-
cal comparisons between the Q and M variables are far less discriminable.
The superimposed regions in Figure 9.10b that correspond to state 1 or 2
(light gray fill) and state 3 or 4 (dark gray fill) have a high degree of over-
lap. Essentially, the critical visual information for this discrimination has
been relegated to a relatively inconspicuous local emergent feature of the
overall form: the orientation of the line connecting the Q and M poles. In
other circumstances, line orientation can be a salient emergent feature (see
the discussion of the mass balance indicator in the next chapter). However,
the range of orientations that need to be discriminated in this particular
mapping are quite small; a change of only approximately 3° can specify an
alternative system state.

The problem is further exacerbated by the fact that the overlap in defined
system states (i.e., a small range of variables that are acceptable for all four
states, the uncertainty referred to by Coury et al. 1989) produces changes in
line orientation that are approximately the same order of magnitude. The
end result is that the critical emergent features produced by the display for
this discrimination are neither salient nor well mapped.

A second major problem with this display is that it simultaneously pro-
duces a number of salient emergent features that are completely irrelevant
for successful performance of the task. The task constraints are such that
the relationships between only two pairs of variables (i.e., Q vs. M and B
vs. H) are critical; all other relationships (e.g., Q vs. H) are totally irrelevant.
Unfortunately, by its very nature, the polar coordinate display visually spec-
ifies many of these meaningless relationships. For example, the overall form
of the intermediate and salient emergent feature produced by the two line
segments that connect the H, Q, and M variables (e.g., a peak) does not map
to the task constraints. The meaningless emergent features will be quite dif-
ficult to ignore (see Chapter 8, Section 8.5, for the potential negative impact
of irrelevant emergent features).
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In summary, Coury and others” (1989) findings of improved performance
for a bar graph display on a divided-attention task, relative to a geometrical
form display, are entirely consistent with the principles of semantic mapping.
The bar graph display contained a set of emergent features that were salient,
discriminable, and well mapped to task constraints. Although the polar coor-
dinate display produced a wide variety of emergent features, only a few of
them were both salient and directly mapped into the constraints of the task.

It is possible to design a visual display that provides an even more direct
mapping between geometrical and task constraints than that provided
by the bar graph display. Such a display is illustrated in Figure 9.11. The
horizontal and vertical axes of this display are used to graph the differ-
ence between each of the two pairs of critically related variables. The data
representation is condensed into the spatial location of a single point. The
x coordinate of the point is obtained by subtracting the value of H from
the value of B; the y coordinate is obtained by subtracting Q from M. The

M-Q
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State 1 1L 40 State 2

T+ 30

+ 20

-100 90 -80 -70  -60 60 70 80 90 100

State 3 + .40 State 4

FIGURE 9.11
A configural coordinate display that maps the values of four system variables directly into one
of four system states by virtue of the spatial location of a single point.
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resulting point is then plotted in the graph. Each of the four quadrants
in the graph corresponds to one of the four states of the system (see the
alphanumeric labels in Figure 9.11); the spatial location of a single point
directly specifies the appropriate system state. We would predict that this
extremely direct mapping between geometrical and task constraints would
produce significantly better performance than either the bar graph or the
polar coordinate display.

9.4.1.4 Summary

The semantic mapping approach provides a very robust interpretation of
the early laboratory research conducted on divided attention and display
design. The large percentage of findings where separable displays produced
consistently better performance than object displays (i.e., the middle column
of Figure 9.4) were impossible to interpret using the PCP principles of design
(i.e, perceptual objects and integral stimulus dimensions). On the other
hand, the interpretation of these results is relatively straightforward when
the organizing principles of configural stimulus dimensions and emergent
features are applied, as outlined in the previous sections.

To reiterate the principles of the semantic mapping approach, most rep-
resentational choices will produce a specific set of display constraints in
the form of hierarchically nested emergent features. If these emergent fea-
tures are salient (i.e., they can be picked up easily by the human observer)
and if they reflect critical aspects of the task (i.e., the constraints of the work
domain), then performance will be enhanced. On the other hand, if the
emergent features are not salient or if they are not well mapped to domain
constraints, then performance will be degraded. This is true whether the
representational format is a geometrical form, a collection of bar graphs, a
point in space, or any other representational form that could be devised.

Although specific analyses of the results where geometric forms produced
superior performance to bar graph displays (i.e., the left-hand column of
Figure 9.4) were not provided, they are all interpretable using these prin-
ciples. Instances where there are no performance differences between dis-
plays (i.e., the right-hand column of Figure 9.4) indicate that the emergent
features are equally salient and well mapped (or equally not salient or poorly
mapped, as the case may be).

9.4.2 Semantic Mapping and Focused Attention

At the other end of the continuum of tasks, observers will need to obtain
information from visual displays regarding the value of individual variables
(i.e, focused-attention tasks). As discussed earlier, PCP predicted inevitable
costs when geometric form displays (multiple variables in a single representa-
tion) are used, relative to separable displays (unique representations for each
variable). These predictions were based on principles of object integrality:
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dimensional integrality (coprocessed, inseparable stimulus dimensions) and
perceptual objects (the parts bound together by perceptual glue).

Rather than an inevitable cost, the literature review of early laboratory
studies revealed only occasional costs (see Figure 9.5). This pattern is very
consistent with predictions based on configural stimulus dimensions, as
detailed in the previous chapter. The lower level graphical elements (i.e., the
parts of a geometrical form) interact to produce higher order emergent fea-
tures that can be quite salient. However, information about these graphical
elements does not disappear (as with integral stimulus dimensions); rather, it
coexists alongside the emergent features. The forest does not always hide the
trees; there is no perceptual glue binding the parts into a whole. Information
regarding individual variables is available alongside emergent features and
can be accessed when needed. In fact, observers may focus their attention at
any of the various levels in the nested hierarchy at their discretion.

This pattern of results clearly supports our conceptualization of the problem
in terms of configural stimulus dimensions, as opposed to object integrality.
However, from the practical perspective of display design, the fundamental
problem is far from being resolved. Although statistically significant perfor-
mance decrements were relatively rare, the average performance for focused-
attention tasks with geometric form displays was generally lower, as noted
by Wickens and Carswell (1995): “But 30 of the studies showed trends in this
direction, revealing significance when a meta-analysis perspective is taken”
(p- 483).

We conducted a series of studies to investigate strategies that might be used
to design geometrical form displays to offset these potential costs. Our origi-
nal conceptualization of the problem was derived directly from the visual
attention and form perception literature, which suggests that the potential
for focused attention costs results from imbalances in perceptual salience.
The graphical elements of a geometrical form are readily available, but can be
less salient than the emergent features that they produce. Our initial studies
were therefore aimed at increasing the salience of these graphical objects.

9.4.2.1 Design Techniques to Offset Potential Costs

Bennett et al. (2000) investigated four design techniques to achieve this
goal. Two versions of the same basic configural display were evaluated. The
“baseline” display (see Figure 9.12a) mapped four system variables into a
rectangular configural display (Bennett et al. 1993). Four display design tech-
niques were applied to the baseline display to produce a “composite” version
(Figure 9.12b). Three of these techniques increased the salience of individual
variables by providing augmented representations.

The extender technique connected the sides (i.e., the individual vari-
ables) of the rectangular geometric form to the appropriate scale on
the axes.
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FIGURE 9.12

Four display design techniques used to offset potential costs with geometric form displays
and focused attention tasks. (a) A configural display with no design techniques applied.
(b) A configural display with all four design techniques applied. (Adapted with permission
from Bennett, K. B. et al. 2000. Human Factors 42:287-298. Copyright 2000 by the Human Factors
and Ergonomics Society. All rights reserved.)
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The color/layering /separation technique color coded the four sides of
the rectangle and the extenders (and applied layering techniques to
stratify information visually, such as the background mat missing
in Figure 9.12a).

The digital display technique provided exact values of individual vari-
ables through labels and digital values that were used to annotate
the analog configural display.

The fourth design technique, the scales technique, incorporated a dis-
play grid to provide a visual context for individual values.

Bennettetal. (2000) found that the composite display significantly improved
performance at the focused-attention task under the majority of experimen-
tal conditions. It produced significantly better performance for both accu-
racy and latency when the displays were available for inspection during the
focused-attention task. It also produced significantly more accurate responses
when the displays were removed from sight prior to the focused-attention
task. Thus, these results strongly suggest that the four design techniques
could be used to improve focused attention with geometrical form displays.
It is important to note that only one of the studies (Bennett et al. 1993) in the
original literature review applied any of these design techniques to the con-
figural displays that were evaluated.

9.4.2.2 Visual Structure in Focused Attention

The results of Bennett et al. (2000) demonstrate the combined utility of the four
design techniques, but the relative contribution of each technique could not be
uniquely identified. Bennett and Walters (2001) continued this line of investi-
gation by teasing apart the individual contributions. The design techniques
were applied individually and in combination to form a total of 10 displays.
Eight of these displays were formed through a factorial combination of three
techniques (scales, color/layering/separation, and bar graph/extender) applied
at two levels (present or absent). The baseline display (no techniques applied)
is illustrated in Figure 9.13a. These three techniques applied in isolation are
illustrated in Figure 9.13b, 913c, and 9.13d (scales; color, layering, and separa-
tion; and bar graph and extender, respectively). The final two displays incor-
porated the fourth design technique of digital values. The composite display
(Figure 9.13e) had all four design techniques applied. The final display (the
digital display) consisted of digital values alone (Figure 9.13f). All 10 displays
were visually present during performance of the focused-attention task.

The experimental manipulations and the associated results provide the basis
foramuch more detailed understanding of the factors that contributed to success-
ful performance of the focused-attention task. Bennett and Walters (2001) found
that three of the four design techniques produced significant improvements in
performance for focused-attention tasks relative to the baseline display.
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®

Various displays used in assessing impact of four display design techniques in offsetting
potential costs. (Adapted with permission from Bennett, K. B, and B. Walters. 2001. Human
Factors 43 (3): 415-434. Copyright 2001 by the Human Factors and Ergonomics Society. All
rights reserved.)
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There are several reasons why completing the focused-attention task with
the baseline display was particularly poor. The primary one is that the task
required several different types of mental estimation. The appropriate data
marker for an individual variable (i.e., the corresponding side of the rect-
angle) needed to be determined. The physical location of this marker needed
to be compared to the two closest numeric scale labels on the appropriate
axis. A numeric estimate of the spatial distance between the data marker and
these two scale labels needed to be mentally calculated. This value needed to
be added to (or subtracted from) the 10’s value on one of the two scale labels
to obtain the final estimate.

The imprecise representation of scale (tic marks and labels only on the
axes), the physical distance between the data marker and the scale (often
exceeding the limits of foveal vision), and the requirement to use limited
capacity working memory (numerical estimates of spatial distance, main-
taining these estimates in memory, performing mental math) made perform-
ing the focused-attention task difficult with the baseline display.

Two of the design techniques (bar graph and extender and scales) signifi-
cantly improved both the accuracy and latency of responses relative to the
baseline display. These techniques provided additional analog visual struc-
ture (i.e, representations of scale that extended across the entire display
grid; representations of individual variables spatially located next to scale
markings) that was directly relevant to the focused-attention task. These
techniques facilitated visual comparisons, thereby allowing powerful per-
ceptual processes to replace one or more of the mental estimations that were
required with the baseline display.

The color/layering /separation technique failed to improve performance
significantly. This technique provides an important form of visual struc-
ture (chromatic contrast) that has been demonstrated to improve perfor-
mance at a variety of other types of tasks (e.g., visual search). Applying
this technique most certainly raised the salience of the representations
of individual variables. However, the constraints of the focused-attention
task require visual structure that testifies with regard to the quantitative
value of an individual variable. Although color can be used in this way
(see Tufte, 1990, for some excellent examples), in the present display it
was used only to provide categorical information (primarily class mem-
bership or which one of four variables). Therefore, performance was not
improved.

The digital values simply eliminated all of the mental estimates or
extrapolations that were required to complete the focused-attention task
with the baseline display. This technique was clearly the most effective:
All contrasts comparing the two displays with digital values to all other
displays without digital values were significant. In contrast to color coding,
it offers visual structure that provides an exact match to the constraints of
the task.
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9.4.2.3 Revised Perspective on Focused Attention

Our initial conceptualization of the problem of supporting focused attention
when designing geometrical form displays was based on insights from the
visual attention and form perception literature. The original design strategy
was to raise the salience of the graphical elements relative to the emergent
features that they produce. However, a design strategy that clearly raised
the salience of the graphical elements (i.e., color coding) was ineffective. It
became clear that the issues in designing displays to support focused-at-
tention tasks are isomorphic to the issues in designing to support divided-
attention tasks.

Specifically, performance depends upon the quality of very specific map-
pings between the constraints of the task, the constraints of the display
(including perceptual salience), and the constraints of the agent. The results
of our studies on focused-attention tasks indicate that the three successful
design techniques provided either additional analog visual structure or pre-
cise digital information (i.e., display constraints) that matched the constraints
of the task (i.e, provided a quantitative estimate of an individual variable).
Visual salience, in and of itself, was not sufficient.

9.5 Design Strategies in Supporting Divided and
Focused Attention

One overarching issue in display design that has been addressed in this
chapter is whether a single display can support a range of tasks (from
focused to divided attention) or if multiple, specialized representations are
required instead. The results of our studies have made it very clear that the
design solution involves the combination of two of the three fundamental
representational formats that were described in Chapter 6: analogical and
propositional formats.

Configural displays provide analogical visual structure (i.e., geometrical
constraints). As outlined in previous sections, the challenge lies in design-
ing nested hierarchies of visual structure (i.e, global, intermediate, and
local emergent features) that reflect the semantics of a domain (i.e., domain
constraints). The spatiotemporal behavior of these displays will specify the
affordances of a domain when they are designed properly. In turn, config-
ural displays will provide signals that can be used to support skill-based
behaviors (i.e., agent constraints). These analogical models can transform
difficult cognitive tasks (i.e., reasoning about complicated goals, properties,
and constraints) into relatively easy perceptual ones.

In contrast, propositional representations (i.e, digital values and alpha-
numeric labels) are fundamentally different representational forms that are very
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effective at representing detailed, precise information. Thus, if the exact value
of an individual variable is needed for any purpose (e.g.,, monitoring a critical
value, communicating its value to others, completing a checklist, or providing
input to software modules), it should be represented using digital values.

The appropriate design strategy is to combine these two representational
forms by annotating the geometrical form with digital values. This is made
explicit in the findings of the Bennett and Walters (2001) study described ear-
lier. The presence of an analog configural display (see Figure 9.13a—e) was
necessary for successful control of a process control system (a complicated
divided-attention task). On the other hand, providing digital values was
clearly the most effective design strategy for improving performance at the
focused-attention task. The composite display, with both types of informa-
tion, was clearly the most effective display when overall performance at both
divided- and focused-attention tasks is considered. Bennett and Walters con-
clude that “participants could select and use the specific design features in the
composite display [configural display, digital values] that were appropriate
for tasks at each boundary [divided- and focused-attention tasks]” (p. 431).

Hansen (1995) echoed these sentiments and takes the logic one step further:
“Human factors researchers should not treat the discussion of graphical versus
analytical (e.g., numerical) interfaces as an either/or issue. Instead, they should
be studying ways to improve the integration of these interfaces” (p. 542). See
Calcaterra and Bennett (2003) for a study investigating just how the process of
annotating geometrical forms with digital values should proceed.

9.6 PCP Revisited

Our analysis of PCP until this point has been limited to its initial concep-
tualization. Wickens and Carswell (1995) proposed a revised version of
PCP, noting that the original “strong form of the PCP interaction, shown in
Figure la [Figure 9.1], does not emerge from many experimental results” (p.
490). A major change was the incorporation of principles of design based
on configurality and emergent features (Wickens and Carswell 1995). These
conceptual changes moved PCP to a closer approximation of our semantic
mapping approach; the changes are the most likely source of the confusion
and misinterpretation referred to in the beginning of this chapter. Despite
these changes, we believe that these two approaches are fundamentally dif-
ferent and we will conclude this chapter by describing why.

One fundamental difference is that the revised version of PCP has retained
the organizing principles of “object integration,” which are identified as
one of the four fundamental processing mechanisms or “forces underlying
the effects observed in the PCP” (Wickens and Carswell 1995, p. 485). The
concept of a perceptual object still plays a fundamental role: Wickens and
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Carswell (1995) state that object integration “involves arranging informa-
tion sources so that they appear to the user to be part of a single object” (p.
478). They make frequent references to object displays and to the processing
benefits and costs incurred as a result. The role of integrality was reduced,
particularly relative to the early conceptualization of object displays as
being composed of integral stimulus dimensions (compare to Carswell and
Wickens 1990).

However, numerous references are still made to integral stimulus dimensions
and dimensional integrality. As the current and previous chapters indicate
very clearly, we do not believe that the concepts of perceptual objects or inte-
gral stimulus dimensions play a decisive role in display design. Retaining these
principles while adding principles of configurality appears to produce concep-
tual difficulties that unnecessarily complicate the process of building and eval-
uating effective displays (see the quote at the beginning of the chapter).

Atamore fundamentallevel, the PCP and the semantic mapping approaches
vary with regard to the distinction made in Chapter 2 between the dyadic
and triadic approaches to semiotics. At its heart, the PCP approach is dyadic
in nature. Consider the two fundamental sources of proximity. Wickens and
Carswell (1995) state that “the PCP depends critically on two dimensions
of proximity or similarity: perceptual proximity and processing proximity”
(p- 473). Perceptual proximity is defined as “how close together two display
channels conveying task-related information lie in the user’s multidimen-
sional perceptual space” (p. 473). The second source of proximity, processing
proximity, is defined as “the extent to which the two or more sources are
used as part of the same task. If these sources must be integrated, they have
close processing proximity. If they should be processed independently, their
processing proximity is low” (p. 474).

These two dimensions of proximity clearly identify PCP as a dyadic
approach to display design. Consistent with Saussure’s version of semiotics,
the problem of display design is framed in terms of the relation between the
sensory surfaces of an agent (i.e., perceptual proximity) and the internal con-
cepts in the agent’s mind (i.e., processing proximity). It is deeply rooted in the
traditional information processing approach where cognition and meaning
are viewed as artifacts of the mind, almost completely divorced from the sit-
uations in which they occur. In terms of Figure 2.1 in Chapter 2, PCP focuses
on interpretation by studying the relationships between signifier (represen-
tations, displays) and signified (concepts, processing inside the head).

The third dimension of Peirce’s triadic model, whereby meaning is estab-
lished with regard to the ecology of a work domain, is virtually ignored. It is
true that the dimension of processing proximity is also sometimes referred to
as task proximity (e.g., Figure 9.1). This gives the impression that meaningful
aspects of the work domain are considered. However, more detailed analysis
of task proximity reveals that this impression is by and large misleading.

The dimensions of task proximity fall into two categories. One category
couches task proximity in terms of the implications for the information
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processing mechanisms of the agent (e.g., integrative processing, Boolean
integration, nonintegrative processing, processing similarity, independent
processing). The second category couches task proximity in extremely gen-
eral descriptions of the work domain (e.g., metric similarity, statistical simi-
larity, functional similarity, temporal proximity). These dimensions simply
do not do justice to work ecologies. They are general and somewhat vague;
they are syntactic descriptors, not semantic ones.

In contrast, the semantic mapping approach is clearly an example of Peirce’s
triadic approach to semiotics described in Chapter 2. It makes a clean con-
ceptual distinction between the constraints produced by the domain, the
agent, and the display (interface), as illustrated in Figure 6.6 in Chapter 6.
As described throughout this chapter, the effectiveness of a display will be
determined by the quality of very specific mappings between these three
sets of constraints. It has its roots in the ecological approach to cognition
where a detailed understanding of the ecology (i.e., the work domain) plays
a fundamental role in the design solutions that are developed. The remain-
ing chapters in the book will provide specific examples of ecological inter-
face design.
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10

Design Tutorial: Configural
Graphics for Process Control

10.1 Introduction

[Platterns in a model configuration, as well as perceptual patterns of
the physical environment, can act as signs. This is most clearly seen if
externalized representations of the mental model are actually avail-
able in the form of physical models, e.g., an abacus for calculation, or
in the form of graphs or other symbolic representations on paper or
on visual information displays, forming artificial objects for manipu-
lation. For display formats designed for process control, this means
that rule- or skill-based control—“direct manipulation”— at a higher
abstract level can be obtained if a symbolic display can be designed
where there is a one-to-one mapping between the immediate appear-
ance of the display and the properties of the process to be controlled.
(Rasmussen 1986, p. 138)

This chapter provides a tutorial of ecological interface design for law-driven
or correspondence-driven domains. The various principles of display and
interface design described in previous chapters are woven into a coher-
ent, concrete demonstration. A simple work domain from process control
is modeled using the analytical tools (i.e., abstraction and aggregation hier-
archies) of cognitive systems engineering (CSE). The process of translating
these results into an effective representation is described. The analog, geo-
metric forms in this interface are discussed in terms of emergent features
and direct perception. The controls in the interface are discussed in terms
of direct manipulation. The ways in which the interface can support deci-
sion making and problem solving are discussed in terms of skill-, rule-, and
knowledge-based behaviors. Finally, the need for a triadic perspective in the
design of interfaces for complex work domains is reemphasized through the
discussion of alternative displays and the quality of the mappings between
domain, interface, and agent that they produce.
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10.2 A Simple Domain from Process Control

The process is a simple and generic one that exemplifies only some of the
critical aspects of process control; it is represented graphically in the lower
portion of Figure 10.1. There is a reservoir (or tank) that is filled with a fluid
(e.g., coolant). The volume, or level, of the reservoir (R) is represented by the
filled portion of the rectangle. Fluid enters the reservoir through the two pipes
and valves located above the reservoir; fluid leaves the reservoir through the
pipe and valve located below. The information in this simple process has been
sorted into two categories (see the top of Figure 10.1). The term “low-level
data” will be used to refer to local constraints or elemental state variables that
might be measured by a sensor. The term “higher level properties” will be
used to refer to more global constraints that reflect relations or interactions
among variables.

10.2.1 Low-Level Data (Process Variables)

There are two goals associated with this simple process. First, there is a goal
(G,) associated with R, the level of the reservoir. The reservoir should be
maintained at a relatively high level to ensure that sufficient resources are
available to meet long-term demands for output flow rate (O). The second
goal (G,) refers to the specific rate of output flow that must be maintained.
These goals are achieved and maintained by adjusting three valves (V,, V,,
and V;) that regulate flow through the system (I, I,, and O). Thus, this simple
process is associated with a number of elemental process variables that can
be measured directly: V,, V,, V3, 1, I, O, G;, G,, and R (see the upper, left-
hand portion of Figure 10.1).

10.2.2 High-Level Properties (Process Constraints)

In addition, there are relationships between these process variables that
must be considered when controlling the process (see the upper, right-hand
portion of Figure 10.1). The most important high-level properties are goal
related: Does the actual reservoir volume level (R) match the goal of the sys-
tem (G,) — K5? Does the actual system output flow rate (O) match the flow
rate that is required (G,) — K;? Even for this simple process, some of the con-
straints or high-level properties are fairly complex. For example, an impor-
tant property of the system is mass balance. The mass balance is determined
by comparing the mass leaving the reservoir (O, the output flow rate) to
mass entering the reservoir (the combined input flow rates of I, and L,). This
relationship determines the direction and the rate of change for the volume
inside the reservoir (AR). For example, if mass in and mass out are equal,
then mass is balanced, AR will equal 0.00, and R will remain constant.
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Low-Level Data High-Level Properties
(process variables) (process constraints)
T = time
V1 = setting for valve 1 K1 = I1-Vy] Relation between comman-
Vo = setting for valve 2 K> = Ip-Vp dedflow (V) and actual flow
V3 = setting for valve 3 K3 = 0-V3 (Ior0)
I1 = flow rate through valve 1
I» = flow rate through valve 2
O = flow rate through valve 3
R = volume of reservoir K4 = AR=(1+1p)-0
Relation between reservoir
volume (R), mass in (/1 + 1),
and mass out (0O)
G| = volume goal K5 = R-G| Relation between actual states
Gp = output goal (demand) Kg = O-Gp (R, O)and goal states (G, Gp)
V1 V2
\VARS! \VAR/)
A * V A
R
V3
Y o
> o
A
FIGURE 10.1

A simple work domain from process control. (Adapted with permission from Bennett, K. B,,
A.L.Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics, ed. G. Salvendy,
Copyright 1997, New York: John Wiley & Sons. All rights reserved.)

Controlling even this simple process will depend on a consideration of
both high-level properties and low-level data. As the previous example indi-
cates, decisions about process goals (e.g., maintaining a sufficient level of
reservoir volume) generally require consideration of relationships between
variables (whether there is a net inflow, a net outflow, or mass is balanced),
as well as the values of the individual variables themselves (what the current
reservoir volume is).
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10.3 An Abstraction Hierarchy Analysis

The constraints of the simple process will be modeled using the analyti-
cal tools of CSE (primarily, the abstraction hierarchy; see Figure 10.2). As
described in Chapter 3, this hierarchy has five separate levels of descrip-
tion, ranging from physical form to higher level purposes. The highest
level of constraints refers to the functional purpose or design goals for
the system. The overall purpose of this simple process is to provide cool-
ant to a connected process. Thus, the targeted reservoir volume (G;) and
output flow rate (G,) are located at this level. Both of these goals can be
expressed in mathematical terms. For example, when the output flow rate
(O) equals the output goal (G,), the difference between these two values
will assume a constant value (0.00). These process constraints are repre-
sented by the equations associated with the higher level properties of Kj
and K; in Figures 10.1 and 10.2.

The abstract functions or physical laws that govern system behavior are
another important source of constraints. This level reflects the intended,
proper functioning of the system. In this simple process control example,
the proper function is described in terms of the flow of mass through the
system. This flow is governed by the laws of nature. For example, the K,
constraint reflects the law of conservation of mass. In this closed system,
mass can neither be created nor destroyed; if mass enters the system, then it
must be stored or it must leave. Correspondingly, any changes of mass in the
reservoir (AR) should be determined by the difference between the residual
mass in (I; + I,) and the mass out (O). K, K,, and K; represent similar con-
straints associated with the mass flow. Flow is proportional to valve setting
(this assumes a constant pressure head).

Further constraints arise as a result of the “generalized function.” This level
comprises the general capabilities of the system. In the present work domain,
there must be a means for fluid to enter the system (i.e., a source), a means to
retain the fluid within the system (i.e., a store), and a means to rid the system
of fluid (i.e., a sink). One might imagine a block diagram representing these
basic functions independently of the physical implementation.

The physical processes behind each general function represent another
source of constraint: “physical function.” This is the first level at which there
is a description in terms of physical characteristics. In this case, there are two
feedwater input streams, a single output stream, and a reservoir for storage.
These constitute the causal connections inherent to the system. These compo-
nents will possess certain functional characteristics. For example, the pipes
in the system will be rated in terms of their limits for pressure, flow rates, and
temperature. This is the level at which the measurement of system variables
occurs: the moment-to-moment values of each variable (V,, V,, V;, I;, L, O,
and R). Similarly, this is the level at which control of the system is achieved
through the manipulation of these variables (e.g., changing a valve setting).
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FIGURE 10.2
An abstraction hierarchy analysis of the simple process.

© 2011 by Taylor & Francis Group, LLC

Fine Resolution

Measured variables:
Mass input streams,

olor,etc.

235



236 Display and Interface Design: Subtle Science, Exact Art

Finally, the level of physical form provides information concerning the
physical configuration of the system. This includes information related to
length and diameter of pipes, physical location of valves on pipes, and the
physical dimensions of the reservoir.

10.4 Direct Perception

In the following two sections, we describe the design of an interface for
this simple process control work domain. Both direct perception and direct
manipulation are required if the interface is to provide effective support for
decision making and problem solving. The first section focuses on direct
perception. The process of translating the results of a domain analysis (i.e.,
domain constraints) into interface representations (primarily geometrical
constraints in an analog, geometrical form display) is described. The ability
of this interface to support an agent working in the domain is then described
in terms of skill-, rule-, and knowledge-based behavioral modes. Finally, we
consider the quality of constraint matching achieved by this interface rela-
tive to other forms of representation that could be devised.

10.4.1 Mapping Domain Constraints into Geometrical Constraints

The abstraction hierarchy analysis described in the previous section pro-
vides information about the hierarchically nested constraints that constitute
the semantics of a domain. This is essentially a model of the domain that
defines the information that must be present for an individual to perform
successfully. Thus, it provides a structured framework (i.e., categories of
information and relationships between categories) that is essential for dis-
play design. The interface for this simple process is illustrated in Figure 10.3.
A general description will be provided first, followed by a more detailed
analysis in terms of the abstraction hierarchy.

The primary representations in this interface are the dynamic, analogical,
and geometrical forms described in Chapters 6 through 9. The bar graphs at
the top of the display represent the rates of mass flow into the reservoir. Each
bar graph consists of two segments, corresponding to the two input streams.
The top bar graph represents the “commanded” rates of flow (i.e., the current
valve settings labeled V, and V,). Thus, the combined horizontal extent of
the two bar graph segments represents the “commanded” mass input: the
total percentage of mass that should be flowing into the reservoir, given the
valve settings made by the operator. The actual flow rates for mass in (i.e,
sensor measurements) are represented by a similar set of bar graph segments
(I, and L,) directly below. The relationship between commanded and actual
flow rates is emphasized by the bold lines that connect the segments of the
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FIGURE 10.3

(See color insert following page 230.) A configural display for the simple process. (Adapted
with permission from Bennett, K. B., A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human
Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John Wiley & Sons. All
rights reserved.)

© 2011 by Taylor & Francis Group, LLC



238 Display and Interface Design: Subtle Science, Exact Art

two contribution bar graphs (i.e,, the bold, vertical, and black line segments
that connect V; to [, and V, to L,).

The bar graphs at the bottom of the display represent the rate of mass flow
out of the reservoir. The top bar graph (O) represents the actual (measured)
flow rate of mass leaving the reservoir; the bottom bar graph (V,) represents
the commanded flow rate. The relationship between commanded and actual
flow rates is emphasized by the bold line connecting these two bar graphs.
The goal associated with mass output (G,) is represented by the bold vertical
dashed line (approximately 55%). The relationship between mass in (I; + I,)
and mass out (O) is highlighted by the bold line (i.e., the mass balance indica-
tor) that connects the corresponding bar graphs.

Finally, the volume of the reservoir (R) is represented by the filled portion
of the rectangle inside the reservoir. The associated reservoir volume goal
(G)) is represented by a bold horizontal dashed line (approximately 85%).
A more detailed analysis of this interface and how its visual features are
mapped into the abstraction hierarchy will now be provided.

10.4.1.1 General Work Activities and Functions

The general work activities and functions are related through a block dia-
gram with the source (arrows pointing downward) located at the top, stor-
age located at the center, and sink (arrow pointing to the right) located at
the bottom.

10.4.1.2 Priority Measures and Abstract Functions

The priority measures and abstract functions are related using emergent fea-
tures including equality, the resulting colinearity across the bar graphs, and
the orientation of line segments. The constraints associated with mass flow (K;,
K,, K;, the relationship between commanded and actual flow rates) are repre-
sented in terms of the equality of the horizontal extent (i.e., length) of the paired
bar graph segments labeled V,/I;, V,/1,, and V,;/O. Rather than inferred linear-
ity (Coury, Boulette, and Smith 1989; Sanderson et al. 1989; Cleveland 1985; see
Chapters 8 and 9), these visual relationships are made explicit through the bold
contour lines that connect relevant segments of bar graphs. The orientation of
these lines provides additional emergent features that testify with regard to
the relationship between actual and commanded flow rates. In Figure 10.3 all
three of these contour lines are perfectly perpendicular because the valve set-
tings and flow rates are equal in both input streams and the output stream.
The same emergent features are used to represent the K, constraint, which
describes the relationship between mass in, mass out, and the reservoir vol-
ume. The bold line that connects the actual input bar graph segments (I;
+ I,) and the actual output bar graph (O) will be referred to as the “mass
balance indicator.” The orientation of this line is an emergent feature that
specifies both the direction and rate of change of mass inside the reservoir.
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As illustrated in Figure 10.3, when mass is balanced, this line will be perpen-
dicular to the bar graphs and the reservoir volume should remain constant.
When mass is not balanced, the angular deviation of the mass balance indi-
cator line from a perpendicular orientation should be proportional to rate of
change of mass in the reservoir.

10.4.1.3 Goals and Purposes

Constraints at the highest level of the abstraction hierarchy (goals and pur-
poses) are also specified directly in the configural display. Both the goal for
reservoir volume (G;) and the goal for output flow rate (G,) are represented
by the two bold dashed lines. The deviation from goal is directly specified
by the spatial offset between a goal and the relevant variable. In Figure 10.3,
the goals are being met.

10.4.1.4 Physical Processes

There are several sources of information regarding the physical processes
of equipment. This configural display, while not a direct physical analog,
preserves important physical relations from the process. The schematics of
the input and output streams (top and bottom) provide representations of
the general locations of pipes, valves, and sensors; the presence of the res-
ervoir and its location relative to these streams is also represented visually.
There are analog and digital representations of both commanded and actual
system variables. In addition, it provides a direct visual representation of
the process constraints and connects these constraints in a way to make the
“functional” logic of the process (i.e., the causal connections) visible within
the geometric form (e.g., volume and filling).

10.4.1.5 Physical Appearance, Location, and Configuration

Very little information in these displays is represented from the lowest level
in the abstraction hierarchy—that of physical appearance, location, and con-
figuration. The assumption is that the display is designed for an operator in
a control room who is controlling the system remotely. Under these circum-
stances, this category of information is not particularly important for effec-
tive control. This information would be very important to an operator whose
job involves the manual adjustment of valve settings in the field (as is some-
times the case in the petroleum industry) as opposed to a centralized control
room. Similarly, physical appearance, location, and configuration would be
critical to a technician repairing a broken valve.

Finally, basic physical attributes, like the location of the electronic sensor,
might become critical in the diagnosis of some faults—for example, whether a
leaky valve might create an electrical short in a sensor (e.g,, sensor failure). This
kind of interaction would be very difficult to diagnose with representations

© 2011 by Taylor & Francis Group, LLC



240 Display and Interface Design: Subtle Science, Exact Art

organized around purely functional relations. Sometimes, the spatial details
matter. Absence of this detail in the proposed representation could be a limita-
tion. Thus, here is a case where it might be wise to consider including a second
display, such as a spatial wiring and piping diagram of the physical plant.

Note that it will generally be impossible to make all the potentially impor-
tant relations salient in any single representation. Thus, most complex sys-
tems will require multiple configural graphics, each reflecting a different
perspective on the complex space of possibilities.

10.4.2 Support for Skill-, Rule-, and Knowledge-Based Behaviors

The concepts of skill-, rule-, and knowledge-based behaviors were intro-
duced in Chapter 5. The implications of these modes of behavior for interface
design were expanded in Chapter 6. Although the need to support all three
modes of behavior was mentioned, the emphasis was on skill-based behav-
iors. In this section we describe how the virtual ecology that was designed
for this simple process control system provides support for all three modes.

10.4.2.1 Skill-Based Behavior/Signals

Recall from Chapter 5 that skill-based behaviors are defined as those activi-
ties that engage the high-capacity, sensory-motor systems associated with
perception and action. As the previous section has described, the domain
constraints of the simple process control system were translated into the
visual appearance of analog, geometrical forms. These geometrical forms
dynamically change shape as a function of the measured variables and
higher order properties in the system. Thus, the pattern of visual changes in
these forms over time will be specific to the events unfolding in the domain
(i.e., they specify system state). These are the space—time signals required to
support skill-based behavior. The agent will be able to obtain information
about the state of the system directly without the need to infer, deduce, or
calculate. For this reason, the perception is referred to as direct. These space—
time signals provide the optical invariants necessary for effective control.
One way to think about this is that the abstract goals can be defined in dis-
play-specific terms (i.e., align the level with the goal line). As long as the pro-
cess is working properly, many of the functions can be defined as operations
on the analog geometry (i.e., there is a one-to-one or specific mapping between
the geometric form and the state of the process). In other words, the conse-
quences of an action are directly specified by a change in the geometric form.

10.4.2.2 Rule-Based Behavior/Signs

Rule-based behavior involves the recognition of stereotypical situations and
the execution of effective procedures that have been developed through
prior experience. Effective displays will provide a rich set of visual cues that
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serve as signs for action. Common situations will be represented by char-
acteristic patterns of optical invariants. An expert agent will recognize the
underlying system state that is associated with a particular transformational
pattern. Furthermore, this recognition will activate the common sequences
of activity (i.e., the procedure) appropriate for that particular set of circum-
stances. Examples of rule-based behavior will be discussed in the context of
the simple process control system.

The configural display that was introduced in Figure 10.3 provides a map-
ping between domain constraints and geometrical constraints that will be
a powerful representation for control under normal operating conditions,
when rule-based behavior will predominate. In Figure 10.3 the display is
shown with values for system variables indicating that all constraints are
satisfied. The figure indicates that the flow rate is larger for the first mass
input valve (I, V,) than for the second (I,, V,) but that the two flow rates
added together match the flow rate of the mass output valve (O, V;). In addi-
tion, the two system goals (G, and G,) are being fulfilled. In contrast, the
next three figures will illustrate failures to achieve system goals. In these
displays, not only is the violation of the goal easily seen, but each system
variable also is seen in the context of the control requirements.

The emergent features in the configural display will provide a rich set of
visual cues that facilitate the recognition of stereotypical situations. It is appar-
ent that the K constraint is not being met in Figure 10.4. The degree of spatial
separation between the fill representing the actual level of the reservoir (97%)
and the dashed line representing the goal (85%) is quite large. This emergent
feature specifies a deviation from the G, goal. It is also apparent that the K,
constraint is broken. The orientation of the line connecting mass in (I, +1,) and
mass out (O) is tilted to the right, thereby indicating that a positive net inflow
for mass exists: Mass flowing into the reservoir (70%) is greater than mass
flowing out (54%). The deviation in the orientation of this line from perpen-
dicular is an emergent feature corresponding to the size of the difference.

These emergent features provide a rich set of visual cues that serve as signs
that will trigger stereotypical action sequences to a trained agent. The dis-
play configuration illustrated in Figure 10.4 specifies the need for immediate
control input. The high reservoir level (approaching its upper limit) in com-
bination with the positive net inflow (indicating that the reservoir level will
continue to rise) clearly indicates that an immediate response is required to
avoid overfilling the reservoir.

This display configuration also specifies which of several potential control
inputs are most appropriate. Adjustments to the settings of valves 1,2, and 3
are all potential control inputs. The observer can see these valves in the con-
text of the two system goals; the representation makes it clear that decreases
in the settings for valves 1 and/or 2 are the appropriate control inputs to
make. Although adjusting valve 3 from a value of 54 to one greater than 70
would also cause the reservoir volume to drop, it is an inappropriate control
input because goal 2 would then be violated.
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FIGURE 10.4

(See color insert following page 230.) A break in the geometrical constraints of the configural
display. (Adapted with permission from Bennett, K. B, A. L. Nagy, and J. M. Flach. 1997. In
Handbook of Human Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John
Wiley & Sons. All rights reserved.)
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In Figure 10.5 the situation is exactly the same, with one exception: There
is a negative net inflow for mass. This fact is specified by a salient emer-
gent feature: the negative slope of the mass balance indicator line (i.e,, it is
tilted to the left). The reversed orientation of this line constitutes only a small
change in visual appearance, but it makes a very large practical difference.
An experienced operator will recognize this configuration as a clear sign
that no immediate control input is required. The reservoir volume is falling
because mass in is less than mass out.

Because the goal for reservoir volume (G,—85%) is less than the actual
value (97%), this is exactly the system configuration that is required. Of
course, a control input will be needed at some point in the future (mass will
need to be balanced when the reservoir level approaches the goal). The tim-
ing of this future control input will be specified by the rate of decrease in
reservoir volume (as represented by the decreasing size of the rectangular
fill inside the reservoir) in combination with the distance between it and the
goal value (i.e., the dashed line corresponding to G,).

The observer can see directly in Figure 10.6 that neither of the two system
goals is being achieved. The current reservoir volume level (68%) is lower
than the goal value (85%, a break in the Kj constraint). The experienced
operator will recognize this as a sign indicating that a positive net inflow
of mass needs to be established. Furthermore, the measured mass outflow
rate (88%) is greater than the goal value (55%, a break in the K, constraint).
The experienced operator will perceive this as a sign that the positive net
inflow needs to be established through an adjustment to valve 3 (a decrease
in output). This single control input will eventually satisfy both the output
requirements (G,) and the volume goal (G,).

Thus, in complex dynamic domains, the pattern of relationships between
variables, as reflected in the geometric constraints (including emergent fea-
tures), determines the significance of the data presented. This pattern ulti-
mately provides the basis for action, even when the action hinges upon the
value of an individual variable. When properly designed, configural dis-
plays will directly reflect these critical data relationships. The operators will
recognize stereotypical situations that they have encountered in the past.
Furthermore, specific display configurations will suggest stereotypical pat-
terns of response to the operator—once again based on experience gleaned
from the past. In this way, the display supports rule-based behavior through
the provision of visual cues that serve as signs for action. There is a very
clear relationship between rule-based behavior and naturalistic decision
making such as recognition-primed decisions (see the associated discussion
of recognition-primed decisions in Chapter 7).

10.4.2.3 Knowledge-Based Behavior/Symbols

An agent will be engaged in knowledge-based behaviors when faced with
situations that have not been encountered previously. Effective procedures
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FIGURE 10.5

(See color insert following page 230.) Another break in the geometrical constraints of the
configural display, this time with a very different meaning. (Adapted with permission from
Bennett, K. B, A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics, ed.
G. Salvendy, Copyright 1997, New York: John Wiley & Sons. All rights reserved.)
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FIGURE 10.6

(See color insert following page 230.) The simple system is in steady state, but a control input
is required. (Adapted with permission from Bennett, K. B, A. L. Nagy, and J. M. Flach. 1997.
In Handbook of Human Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John
Wiley & Sons. All rights reserved.)
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need to be invented to deal with the unanticipated events; the agent is essen-
tially engaged in problem solving. To devise solutions, the agent needs to
consider meaningful dimensions of the work domain (i.e., goals, constraints,
resources). If the interface designer has done the job correctly (i.e., uncovering
work domain constraints and translating them into geometric constraints),
then the displays will serve as externalized models of the domain that can
be used to support problem solving. When used in this fashion, the graphical
displays provide symbolic information about the domain: “While signs refer
to percepts and rules for action, symbols refer to concepts tied to functional
properties and ... are ... the basis for reasoning and planning” (Rasmussen
1983, p. 260).

Several examples will be provided to illustrate knowledge-based behavior
with the simple process control system. Figure 10.7 illustrates a system state
where the first constraint (K,) is broken; the actual flow rate (I;) does not
match the commanded flow rate (valve setting V,). Several aspects of the dis-
play geometry specify this break in the underlying domain constraints. At a
global level, there is a bow in the series of connected line segments between
commanded mass in (i.e, V; + V,) and commanded mass out (i.e, V,).
Normally, these line segments would be perfectly aligned (see Figure 10.3);
this break in geometrical constraints provides a very salient emergent fea-
ture (nonlinearity) that specifies a system fault.

When the operator begins to reason about the nature of the fault, the dis-
played information is being utilized as symbols, conveying information
about the structure and functionality of the underlying domain. The visual
appearance of the display then provides more details about the specific
nature of the fault. The operator knows that the problem is located in the
input streams by the fact that the bowed segment appears at the top of the
visual display. Furthermore, the operator knows that the problem is isolated
in the first mass input stream by the configuration of visual elements. The
width of the two leftmost bar graph segments representing the commanded
(V) and actual (I,) flow rates of the first input stream are not visually congru-
ent. That is, the lower bar graph segment is smaller than the upper bar graph
segment.

In contrast, the commanded and actual flow rates of the second input
stream are congruent; the widths of the two rightmost bar graph segments
(second input stream) are the same. The location of the fault is further speci-
tied by the orientation of the “visual contours” that connect the appropriate
segments of the two contribution bar graphs. In Figure 10.7 these two visual
contours are parallel to each other. This parallelism can occur only when the
commanded and actual flow rates for the second input stream (i.e,, V, and
I,) are equal.

Figure 10.8 illustrates a second system fault. The visual contour between
the bar graph segments for V, and I, is in exactly the same physical location
and has exactly the same orientation as it does in Figure 10.7. However, the
meaning is quite different. There is still a fault, but the source of that fault
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FIGURE 10.7

(See color insert following page 230.) Presence and nature of a fault in the simple system is
specified; it lies in the first input stream. (Adapted with permission from Bennett, K. B., A.
L. Nagy, and J. M. Flach. 1997. In Handbook of Human Factors and Ergonomics, ed. G. Salvendy,
Copyright 1997, New York: John Wiley & Sons. All rights reserved.)
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FIGURE 10.8

(See color insert following page 230.) An alternative fault in the second input stream is
specified. (Adapted with permission from Bennett, K. B.,, A. L. Nagy, and J. M. Flach. 1997. In
Handbook of Human Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John
Wiley & Sons. All rights reserved.)
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lies in the second input stream, as opposed to the first. This is specified by
the differences in the width of the V, and I, segments in the two contribu-
tion bar graphs and by the nonparallel orientation of the two visual contours
connecting the bar graph segments. A similar mapping between geometrical
constraints and domain constraints represents a fault in the K; constraint, as
illustrated in Figure 10.9.

Note that the presence of a fault is revealed in Figures 10.8-10.10 but that
its cause is not. A number of potential faults could be consistent with the
visual discrepancies that are apparent in the display, including (1) a leak in
the valve, (2) a leak in the pipe prior to the point at which the flow rate is
measured, or (3) an obstruction in the pipe.

Figure 10.10 illustrates changes in the visual display (breaks in the geo-
metrical constraints) that are associated with a different type of fault in the
system (a break in the mass balance constraint, K,). In Figure 10.10a, the reser-
voir volume (73%) is less than the goal (85%) and the operator has established
a positive net inflow of mass. This is represented by the positive orientation
of the mass balance indicator line (i.e., a rise from left to right). Because there
is more mass entering the reservoir than leaving it (as specified by the orien-
tation of the mass balance indicator), this system state will normally produce
an increase in the volume of the reservoir over time.

If these expectations are violated, the operator will enter into knowledge-
based behavioral mode and will begin interpreting the visual information
presented in the display as symbols. A violation of these expectations is
illustrated in Figure 10.11b—d, where the mass inventory actually decreases
over time (also represented by the downward-pointing arrow located near
the AR symbol). A trained operator would immediately begin to think in
terms of a system fault upon observing this behavior. It is a clear violation
of the K, system constraint, the intended proper functioning of the system.
According to the law of conservation of mass, if the mass is not being stored
in the reservoir under conditions of a positive net inflow, then it must be
leaving the system.

Again, there are several potential explanations for this fault. The most
likely explanation is that there is a leak in the reservoir itself; however, there
could be a leak in the pipe between the reservoir and the point at which the
flow measurement is taken. It should be noted that, while the nature of the
fault can be seen (e.g., leak or blockage in feedwater line), this representation
would not be very helpful in physically locating the leak within the plant
(e.g., locating valve 1).

10.4.3 Alternative Mappings

In this section we wrap up our consideration of direct perception. We
do so by considering the quality of mapping between the constraints of
this simple work domain, the configural display introduced earlier in
the chapter, and alternative graphical representations that could have
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FIGURE 10.9

(See color insert following page 230.) A fault in the output stream is specified. (Adapted with
permission from Bennett, K. B, A. L. Nagy, and ]. M. Flach. 1997. In Handbook of Human Factors
and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John Wiley & Sons. All rights
reserved.)
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FIGURE 10.10

(See colorinsert following page 230.) A fault in the conservation of mass is specified. (Adapted
with permission from Bennett, K. B, A. L. Nagy, and J. M. Flach. 1997. In Handbook of Human
Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John Wiley & Sons. All
rights reserved.)
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been devised. The focus is on the capability of these alternative displays
to convey information at the various levels of abstraction (i.e., to support
direct perception). In the process we will revisit the concepts of integral,
configural, and separable dimensions introduced in Chapter 8. It will be
demonstrated that the meaning of these concepts changes in the context of
display design for complex systems when a work domain is lying behind
the visual representations.

Figure 10.11 provides the six different representational types that will be
analyzed. A summary of the work domain constraints is provided to the
right of each display. These constraints are sorted into two categories (“P”
and “D”). The P (perceived) category lists the process constraints that are
represented directly in a display (that is, those constraints that can be “seen”
directly). Process constraints that must be computed or inferred are placed in
the D (derived) category. The theta symbol (&) and the symbol [ are used to
provide a shorthand notation for physical structure and functional structure,
respectively, in this list. The symbol “T” stands for temporal information: the
capability of a display to represent changes in a variable or property explic-
itly over time.

10.4.3.1 Separable Displays

Figure 10.11a represents a separable display that contains a single display
for each individual process variable that is measured. Each display is rep-
resented in the figure by a circle, but no special significance should be
attached to the symbology: The circles could represent digital displays, bar
graphs, etc.

In terms of the abstraction hierarchy, the class of displays represented by
Figure 10.11a provides information only at the level of physical function;
individual variables are represented directly. Thus, there is not likely to be
a selective attention cost for low-level data. However, there is likely to be a
divided attention cost because the observer must derive the high-level prop-
erties (note the exceptions for limited relationships that were discussed in
Chapter 9). To do so, the observer must have an internalized model of the
functional purpose, the abstract functions, the general functional organiza-
tion, and the physical process. For example, to determine the direction (and
cause) of AR would require detailed internal knowledge about the process
since no information about physical relationships (J) or functional proper-
ties (J) is present in the display.

Simply adding information about high-level properties does not change the
separable nature of the display. In Figure 10.11b a second separable display
has been illustrated. In this display, the high-level properties (constraints)
have been calculated and are displayed directly, including information
related to functional purpose (K; and K;) and abstract function (K, K,, K4
and K,). This does offload some of the mental computational requirements
(e.g., AR).

© 2011 by Taylor & Francis Group, LLC



Design Tutorial: Configural Graphics for Process Control 253

P D P D
R T R T
Vi Gy Vi Gy

I Gy Iy Gy
OIONE T BEOIOION ¥
2
"23 K3 ‘%3 <
O Ky )
K5 K]
Ke K>
J 5
K,
%) K‘S*
Ko
(a) (b)
% Flow Rate Mass In
P D 0 IZIO | 4;) 6|0 | sln |1|)0 P D
R T 100 6 R T
SO0 OION -1 e
1 K 1
\/12 Ké I 100 I 76 Vo
100 I, K3 G )
- V3 K4 L Lo W3
80 Gl O Ks g
60: Gl K_6 R 68 :oo Gé
R4O <@ J[ = 40 K
] ., K2
20 L K3
— 0 K4
0 0 33 . Ks
. Ke
I ZI() I 4'0 J 6'0 J Sl(l Il(I)O @
% Flow Rate Mass Out,
G2
(© (d)
P D P D
Ky T T
K> R R
K3 Vi Vi
Ky 1y Iy
Ks V Normal Vs
K6 163 12
V3 V3
) )
G " " Gy
Gé Beep, Beep.... Gy
f \ _/ Ky
z = _ 2
Abnormal K3
— [[§4
[ N K
J
%)
(e) ()
FIGURE 10.11

Six alternative representational formats and the associated mappings of the work domain con-
straints. (Adapted with permission from Bennett, K. B., A. L. Nagy, and J. M. Flach. 1997. In
Handbook of Human Factors and Ergonomics, ed. G. Salvendy, Copyright 1997, New York: John
Wiley & Sons. All rights reserved.)
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However, there is still a divided attention cost. Even though the high-
level properties have been calculated and incorporated into the display, the
relationships among and between levels of information in the abstraction
hierarchy are still not apparent. The underlying cause of a particular system
state still must be derived from the separate information that is displayed.
Thus, while some low-level integration is accomplished in the display, the
burden for understanding the causal structure still rests in the observer’s
stored knowledge. Additionally, this format creates a significant danger of
data overload because the potential number of display elements will increase
exponentially with each new variable due to the potential relations with the
other variables.

10.4.3.2 Configural Displays

The first configural display, illustrated in Figure 10.11c, provides a direct
representation of much of the low-level data present in the display in
Figure 10.11a. However, it also provides additional information that is criti-
cal to completing domain tasks: information about the physical structure of
the system (). This type of display was introduced in the first attempts to
develop electronic control and display systems and is commonplace today.
The animated “mimic” display format was first introduced in STEAMER
(Hollan, Hutchins, and Weitzman 1984), and issues in its design have been
investigated more recently (Bennett 1993; Bennett and Madigan 1994; Bennett
and Nagy 1996; Bennett and Malek 2000).

The mimic display is an excellent format for representing the generalized
functions in the process. It has many of the properties of a functional flow dia-
gram or flowchart. The elements can represent physical processes (e.g., feed-
water streams); by appropriately scaling the diagram, relations at the level of
physical form can be represented (e.g., relative positions of valves). Also, the
moment-to-moment values of the process variables can easily be integrated
within this representation. This display not only includes information with
respect to generalized function, physical function, and physical form, but the
organization also provides a visible model illustrating the relations across
these levels of abstraction. This visual model allows the observer to “see” some
of the logical constraints that link the low-level data. Thus, the current value
of I, can be seen in the context of its physical function (feedwater stream 2) and
its generalized function (source of mass); in fact, its relation to the functional
purpose in terms of G, is also readily apparent from the representation.

Just as in the displays listed in Figure 10.11a-b, there is not likely to be a cost
in selective attention with respect to the low-level data. However, although
information about physical structure illustrates the causal factors that deter-
mine higher level system constraints, the burden of computing these con-
straints (e.g., determining mass balance) rests with the observer. Thus, what
is missing in the mimic display is information about abstract function (infor-
mation about the physical laws that govern normal operation).
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The second configural display in Figure 10.11d, as discussed earlier in the
chapter, provides information from all levels of the abstraction hierarchy in
a single representation, making extensive use of the geometrical constraints
of equality, parallel lines, and colinearity. While not a direct physical analog,
it preserves important physical relations from the process (e.g., volume and
filling). In addition, it provides a direct visual representation of the process
constraints and connects these constraints in a way to make the functional
logic of the process visible within the geometric form. As a result, perfor-
mance for both selective (focused) and divided (integration) tasks is likely to
be facilitated substantially.

10.4.3.3 Integral Displays

Figure 10.11e shows an integral mapping in which each of the process con-
straints are shown directly, providing information at the higher levels of
abstraction. However, the low-level data must be derived. In addition, there
is absolutely no information about the functional processes behind the
display and therefore the display does not aid the observer in relating the
higher level constraints to the physical variables. Because there would nor-
mally be a many-to-one mapping from physical variables to the higher order
constraints, it would be impossible for the observer to recover information at
lower levels of abstraction from this display.

Figure 10.11f shows the logical extreme of this continuum. In this display,
the process variables and constraints are integrated into a single “bit” of
information that indicates whether or not the process is working properly
(all constraints are at their designed value). While these displays may have
no divided attention costs, they do have selective attention costs and they
also provide little support for problem solving when the system fails. The
concept of integral stimulus dimensions has been questioned in the percep-
tual literature. For example, Cheng and Pachella (1984) state that “integrality
may be a myth” (p. 302). However, when applied to human-machine systems
design, the truth is obvious: The meaning behind an “idiot light” in one’s
automobile is an uncomfortable mystery that can only be resolved by the
technician.

10.4.3.4 Summary

This section has focused on issues related to the quality of mapping between
process constraints and display constraints. Even the simple domain that we
chose for illustrative purposes has a nested structure of domain constraints:
Multiple constraints are organized hierarchically both within and between
levels of abstraction. The six alternative displays achieved various degrees of
success in mapping these constraints. This is illustrated by the fact that these for-
mats differ in terms of the amount of information about the underlying domain
that is present (see the perceived vs. derived summaries in Figure 10.11).
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The display in Figure 10.11f has the lowest quality of mapping, while
the display in Figure 10.11d has the highest. The configural display in
Figure 10.11d allows an individual to perceive information concerning the
physical structure, functional structure, and hierarchically nested constraints
in the domain directly—a capability that is not supported by the other for-
mats in Figure 10.11b. This section has also illustrated the duality of mean-
ing for the terms “integral,” “configural,” and “separable.” In attention, these
terms refer to the relationship between perceptual dimensions, as described
in Chapter &; in display design, they more appropriately refer to the nature
of the mapping between the domain and the representation.

10.4.4 Temporal Information

A limitation of all of the displays discussed so far will be addressed in this
last section on direct perception. The term “temporal information” refers to
changes in resources, properties, and variables over time. It is represented by
the symbol “T” in Figures 10.1 and 10.11. Temporal information is critical in
law-driven domains (as well as others). Essentially, all physical systems have
at least inertial dynamics. This implies that a requirement of control is that
there be feedback of both position and rates of change (see Jagacinski and
Flach, 2003, for information about order of control and implications for the
required state variables).

Past system states will determine current and future system states under nor-
mal circumstances. Therefore, visualizing change over time will be essential to
a complete understanding of current system states, to predicting future system
states, and to choosing the appropriate control inputs. As a case in point, con-
sider the following example from the industrial accident at Bhopal, India. On
the eve of the accident, a shift change occurred and the arriving operator

scanned the assortment of displays on the panels ... . The scale on the
displays ranged from 0 to 55 psig ... . Tank 16 showed a pressure of 10
psig, just about in the middle of the acceptable range of 2 to 25 psig.

Unknown to Dey [the operator], the pressure inside the tank was 2
psig only 40 minutes before at 10:20. But the buildup was not apparent
because no historical trace of the pressure was shown within the control room,
and the operator on the previous shift had not entered this into the log.
(Casey 1993, pp. 75-76; emphasis added).

This change in pressure was critical because water was being introduced
to a volatile chemical inside the tank; the chemical reaction that followed
killed about 3,000 and injured tens of thousands more. Of course, a myriad
of other factors led up to this disaster, but the lack of temporal information
in the control room was clearly a contributing factor.

For the most part, as noted in Figure 10.11, temporal information (T) is not
represented directly in any of the display formats that have been discussed
so far. However, there is one exception: The slope of the line connecting input
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to output in the configural graphic specifies the instantaneous rate of change
for the water level, if the system is operating normally (e.g., no leaks). For all
the other displays presented in the previous sections, temporal information
must be derived (i.e., picked up from the motion of the display elements).
This is a clear limitation, since changes and trends can be critical for fault
diagnosis when operators are trying to figure out how the system got into a
dangerous state or for anticipating that a system is moving toward critical
boundaries.

Recognizing the significance of information about the history of change
for understanding complex processes, many process plants include “strip
chart” displays that plot changes in the value of a variable or a resource as
a function of time (e.g., Schutz 1961; Spenkelink 1990). However, these dis-
plays are sometimes physically separated from the primary displays and
also suffer from the same general limitations outlined for separable displays
(Figure 10.11a-b) in Section 10.4.3.1 (i.e., limited configural properties).

10.4.4.1 The Time Tunnels Technique

We conducted a series of studies to investigate how the complementary
strengths and weaknesses of configural displays and trend displays could
be combined (Bennett and Zimmerman 2001; Bennett, Payne, and Walters
2005). Our starting point was Hansen’s (1995) work on the time tunnels dis-
play design technique. This technique involves scaling geometrical forms
according to the laws of perspective geometry and then presenting them in
the depth plane. The resulting “2%2"-dimensional representation provides a
trace of low-level data and high-level properties over time.

Figure 10.12 illustrates a variation of this technique applied to the config-
ural display described previously. A static framework, or “perspective grid,”
is plotted in the depth plane of the reservoir. The outermost rectangle repre-
sents display axes that correspond to the current time frame. Each successive
rectangle is scaled according to the laws of perspective geometry and plot-
ted deeper in the depth plane to represent the display axes at a point more
distant in time. Temporal information (individual variables, relationships,
and goals over time) is presented within this perspective grid. Perspective
trends are formed by plotting the value of individual variables at the vari-
ous points in time and connecting the points in contiguous time frames.
Similarly, mass balance relationships over time are represented by a series of
mass balance indicator lines formed by connecting the values of steam and
feed flow within a time frame.

The unfolding events depicted in Figure 10.12 will be described to make
the nuances of the time tunnel display design technique clear. First, consider
the relationships and properties. The initial values (located in the back of the
tunnel) of both R (20%) and O (30%) were far from the associated goal values
(G; and G,—85 and 55%, respectively). The operator initially established a
large positive net inflow; the combined input flow rate (I, + I,) was 80% and
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(See color insert following page 230.) The configural display with the time tunnel design
technique and the associated temporal information.

O was 20%. This is reflected in the positive orientation of the mass balance
indicator farthest back in the tunnel. The thick, black mass balance indicator
associated with current time (the outermost frame of the tunnel) is perpen-
dicular, indicating that mass is now balanced.

The transition from net inflow to mass balance is specified by the coun-
terclockwise rotation of the mass balance indicator lines from later to earlier
time frames in the tunnel. Furthermore, both goals are now being met: The
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volume (R) has converged on G, (85%) and